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#### Abstract

Many important problems involving a group of unmanned ground vehicles (UGVs) are closely related to the multi traviling salesman problem (m-TSP). This paper comprises a comparative study of a number of algorithms proposed in the litterature to solve m-TSPs occuring in robotics.

The investigated algoritms include two mixed integer linear programming (MILP) formulations, a market based approach (MA), a Voronoi partition step (VP) combined with the local search used in MA, and a deterministic and a stocastic version of the granular tabu search (GTS).

To evaluate the algoritms, an m-TSP is derived from a planar environment with polygonal obstacles and uniformly distributed targets and vehicle positions.

The results of the comparison indicate that out of the decentralized approaches, the MA yield good solutions but requires long computation times, while VP is fast but not as good. The two MILP approaches suffer from long computation times, and poor results due to the decomposition of the assignment and path planning steps. Finally, the two GTS algorithms yield good results in short times with inputs from MA as well as the much faster VP. Thus the best performing centralized approach is the GTS in combination with the VP.


## I. Introduction

Often missions with systems of unmanned ground vehicles (UGVs) translate into $\mathcal{N} \mathcal{P}$-hard problems. A way to simplify the problem is to decompose the mission into a set of subproblems. One such decompositioning is to design a task assignment problem which allocates tasks to the vehicles, and a path planning box which solves the path planing problem for each vehicle. Beneath the path planning box low level boxes dealing with trajectory planing and vehicle actuators can be used.

If task assignment and path planning occurs in a cooperative manner, i.e. there is no clear dividement between task assignment and path planning, it will be referred to as cooperative task assignment and path planning (CTAPP) or a one-box approach. On the contrary if task assignment and path planning occurs sequentially, i.e. there is no feedback from path planning to task assignment, it will be referred to as sequential task assignment and path planning (STAPP). $\mathrm{In}^{8}$ a taxonomy is presented over many multivehicle task assignment problems.

A multivehicle system have many axis of freedom ${ }^{10}$ such as centralized system vs. decentralized system and explicit comunication $v s$. implicit communication. A good algorithm should be able to handle these different aspects. Many algorithms have been suggested over the years, but comparative studies of the their performance are still lacking, presenting such a comparative study is the main contribution of the paper in hand. $\mathrm{In}^{12}$ a comparative study over UAV path planning, can be found.

Some of the main research directions include meta heuristic approaches such as tabu search ${ }^{3,7,14,15}$ simulated annealing or ant colony optimization. ${ }^{7}$ Market based approaches where the system of vehicles shall resemble a market economy, have also drawn much attention lately. ${ }^{4,13,18,21,22}$ Often the missions
can be formulated as mixed integer linear programming (MILP) problems. ${ }^{1,5,17}$ Some MILP approaches are introduced in ${ }^{11}$ that solve task assignment and path planning sequentially (STAPP) for a problem similar to the multi traveling salesman problem (m-TSP). In missions including threats, voronoi diagrams are commonly used. ${ }^{2,9}$ Voronoi diagrams can also be used in task assignment ${ }^{6}$ or in obstacle avoidance. ${ }^{16}$

The outline of this paper is as follows. In Section II the problem will be defined on which the algorithms are compared and in Section III, the algorithms will be presented. Then, in Section IV it will be described how they are implemented and results will be presented. Finally, conclusions are drawn in Section V.

## II. Comparative study

There are assumed to be a group of $N$ vehicles that live on a connected compact subset of $\mathbb{R}^{2}$, for simplicitly a square. This set, which will be referred to as $Q$, will have polygonal holes representing obstacles. Targets or tasks are defined as points in $Q$ that must be visited to fulfill an objective.

In this setting the algorithms will be compared on the following problem.
Problem 1 (Multi-vehicle multi-task problem). Consider $N$ vehicles and $M$ targets uniformly distributed on $Q$. Each vehicle has the capacity to visit all targets and each target must be visited by one vehicle and one vehicle only. Find the optimal paths for the vehicles so that all targets are visited and either the mission completion time (a) or the fuel consumption (b) is minimized.

Constant vehicle speed is assumed and minimizing completion time is hence equivalent to minimizing the length of the longest path for any vehicle. Therfore, Problem 1a is refered to as the min-max objective. Minimizing fuel consumption for the vehicle group is further more assumed to be the same as minimizing the total distance traveled for the vehicle group. Problem 1 b is thus referred to as the min-sum objective.

## III. Algorithms

In this section we first list the algorithms being compared, and then give a more detailed description of them. The first algorithm is the market based approach, presented in. ${ }^{21}$ The next two methods are two of the mixed integer linear programming (MILP) methods presented in ${ }^{11}$ and the fourth method is a voronoi partitioning algorithm inspired by. ${ }^{6}$ Also included in this study is the granular tabu search ${ }^{20}$ and a stochastic modification of it. The algorithms are slightly modified to fit Problem 1 and compared in Monte carlo simulations. The methods are not only chosen on the basis of their closeness to optimality, characteristics like computational time and possibilities to work in different systems such as decentralized or centralized ones are also important.

## A. Market based approach

This market based algorithm is presented $\mathrm{in}^{21}$ and is a CTAPP algorithm. The algorithm will be referred to as MA. The mission is to allocate a group of targets to a group of vehicles. For that purpose bidding rules are introduced. Assume there are $N$ vehicles $r_{1}, \ldots, r_{N}$ and $M$ currently unallocated targets $t_{1}, \ldots, t_{M}$. Assume further that a set of targets $T_{i}$ is assigned to each vehicle $r_{i}$, i.e. there is a set $\left\{T_{1}, \ldots, T_{N}\right\}$. Let $\mathrm{PC}\left(r_{i}, T_{i}\right)$ denote the minimum path cost of vehicle $r_{i}$ when visiting all targets in $T_{i}$. The values of $\mathrm{PC}\left(r_{i}, T_{i}\right)$ are calculated locally using a meta-heuristic procedure. The two team objectives are

- Problem 1a (min-sum): $\min _{T} \sum_{j} \mathrm{PC}\left(r_{i}, T_{i}\right)$, and
- Problem 1b (min-max): $\min _{T} \max _{j} \mathrm{PC}\left(r_{i}, T_{i}\right)$

Each unallocated target is bidden upon by vehicles in a so-called bidding round according to a bidding rule. The vehicle with the lowest bid will win, and the target will be allocated to that vehicle.

Bidding Rule Robot $r$ bids on target $t$ the difference in performance for the given team objective between the current allocation of targets to vehicles and the allocation that results from the current one if robot $r$ is allocated target $t$. (Unallocated targets are ignored.)

The advantage of having this auction based system, is that each vehicle is decoupled from the others in the bidding process, which makes the system robust. The process will continue if a vehicle suddenly stops
responding, due to a software or hardware failure. The targets that were allocated to that vehicle will be unallocated once again. Since an auctioneer has to be present, the system is not fully decentralized. If the auctions are administrated by a single unit, there will be a single point of failure. However the process can be made more robust if the auction is administrated by a group of vehicles.

Each vehicle maintains a path visiting the targets that are allocated to it. A bid on a target is performed in the following steps. First the target is inserted into all possible positions of the path associated with the vehicle, and new temporary paths are created.

Each temporary path, will now be improved by two sequentially performed local search heuristics, or hill climbing algorithms. The first algorithm uses the 2 -opt improvement rule, which takes the path and reverses the order of each of its continuous subpaths, takes the best path and repeats the process until no improvement is possible. The second algorithm is performed on the path that is generated by the first algorithm and uses the 1-target 3-opt improvement rule, which takes a target and puts it between two other targets.

## B. Two MILP approaches

The mixed integer linear programming (MILP) algorithms described below can be found in. ${ }^{11}$ The algorithms will be referred to as MILP1 and MILP2 and are STAPP algorithms. These algorithms are only applied to Problem 1a, i.e. the min-max objective, and we use the notation of ${ }^{12}$ below.

The objective is to calculate $T^{*}$, where

$$
T^{*} \equiv \min _{j} \max _{A(j)_{i}} T(j)_{i}^{*}
$$

is the least maximum traveling cost among all vehicles finishing all its subassignments. The assignment $A(j) \in A$ is one of the feasible assignments, $A(j)_{i}$ is the the subassignment given to the $i^{\text {th }}$ vehicle, and $T(j)_{i}^{*}$ is the traveling cost for the $i^{\text {th }}$ vehicle finishing all its subassignments.

Two problems are described in , ${ }^{12}$ one in which the vehicles need to return to their start positions and one in which they do not. Only the latter one will be considered, since it coincide with Problem 1 for the min-max objective. The cost $C_{0}(i, k)$ is the cost of traveling from the start position of the $i^{\text {th }}$ vehicle to the position of the $k^{\text {th }}$ target, and $C_{0}$ is a matrix. The function $\eta(v, \omega)$ is defined as $\eta(v, \omega)=(v-1) N-v(v-1) / 2+\omega-v$, where $\eta \leq v$. The cost vector $c(\eta(v, \omega))$ is the cost of traveling between the target $v$ and $\omega$.

An exact formulation $E$ and two non-exact algorithms $H_{1}$ and $H_{2}$ are proposed for the problem. The two non-exact methods are STAPP algorithms. The exact MILP formulation $E$ is:
$F_{E}$ : minimize $r$

$$
\begin{align*}
& \sum_{k=1}^{M} a_{i j}^{k} \leq 1 \quad \forall i, j,  \tag{1}\\
& \sum_{i=1}^{N} \sum_{j=1}^{q} a_{i j}^{k}=1 \quad \forall k,  \tag{2}\\
& a_{i j}^{k} \in\{0,1\} \quad \forall i, j, k,  \tag{3}\\
& \sum_{k=1}^{M} a_{i(j+1)}^{k} \leq \sum_{k=1}^{M} a_{i j}^{k} \quad \forall i, j,  \tag{4}\\
& a_{i j}^{v}+a_{i(j+1)}^{\omega}+a_{i j}^{\omega}+a_{i(j+1)}^{v}=2 y_{i \eta(v, \omega)}^{j}+\tilde{y}_{i \eta(v, \omega)}^{j} \quad \forall i, j, v, \omega,  \tag{5}\\
& y_{i \eta(v, \omega)}=\sum_{j} y_{i \eta(v, \omega)}^{j} \quad \forall i, v, \omega,  \tag{6}\\
& y_{i \eta(v, \omega)}^{j} \in\{0,1\}, \quad \tilde{y}_{i \eta(v, \omega)}^{j} \in[0,1] \quad \forall i, j, v, \omega,  \tag{7}\\
& \sum_{k=1}^{M} C_{0}(i, k) a_{i 1}^{k}+\sum_{v=1}^{n-1} \sum_{\omega=v+1}^{M} c(\eta(v, \omega)) y_{i \eta(v, \omega)} \leq r \quad \forall i, \tag{8}
\end{align*}
$$

where $i \in\{1, \ldots, M\}, j \in\{1, \ldots, q\}$ for (1), (2) and (3) or $j \in\{1, \ldots, q-1\}$ for (4), (5), (6) and (7). Each vehicle has a capacity limit of handling $q$ targets. The binary variable $a_{i j}^{k}$ only equals 1 when the $k^{\text {th }}$ target is contained in the $j^{\text {th }}$ so-called room of the $i^{\text {th }}$ vehicle. Each room can at most contain one vehicle, and every vehicles must be contained in some room, (1) and (2), respectively. The rooms of a vehicle must be filled in ascending order, (4). In (5) the binary variable $y_{i \eta(v, \omega)}^{J}$ equals 1 if target $v$ and $\omega$ are contained in the $j^{\text {th }}$ and the $(j+1)^{\text {th }}$ room of the $i^{\text {th }}$ vehicle. If only one room is filled, $\tilde{y}_{i \eta(v, \omega)}^{j}$ equals 1 . In (6) the room index is reduced and the binary variable $y_{i \eta(v, \omega)}$ is used in the total cost of each vehicle, (8). Equation (8) is the total cost of each vehicle when finishing all its tasks. The amount of binary variables needed for $E$ is of order $M N^{2} q$.

The only modifications that need to be done to adapt this formulation to the formulation in Problem 1, is that the room size of each vehicle, $q$, equals $M$. This algorithm is only implemented for the min-max objective.

The two nonexact MILP formulations $H_{1}$ and $H_{2}$ are two step procedures. In the first step a partitioning MILP will run and allocate targets to vehicles, resulting in a target set for each vehicle. In the second step $F_{E}$ will run on each vehicle-target set, i.e. $F_{E}$ will run $N$ times in total. The two different partitioning methods are presented below.

## Partition $H_{1}$

$$
F_{1}: \quad \text { minimize } r
$$

subject to:

$$
\begin{align*}
& \sum_{j=1}^{M} x_{i j} \leq q \quad \forall i,  \tag{9}\\
& \sum_{i=1}^{N} x_{i j}=1 \quad \forall j  \tag{10}\\
& C_{0}(i, j) x_{i j} \leq r \quad \forall i,  \tag{11}\\
& x_{i, j} \in\{0,1\} \quad \forall i, j \tag{12}
\end{align*}
$$

where vehicle index $i \in\{1, \ldots, N\}$ and target index $\mathrm{j} \in\{1, \ldots, M\}$. This MILP requires only $M N$ binary variables and reduces the computation time significantly. However in this partitioning the maximum distance between a target and a vehicle is minimized, which means that an optimal solution not necessarily is the voronoi partitioning. The voronoi partitioning is however always guaranteed to be an optimal solution to the problem above. The binary variable $x_{i j}$ equals one if target $j$ is allocated to vehicle $j$.

## Partition $\mathrm{H}_{2}$

$$
F_{2}: \quad \text { minimize } \quad r
$$

subject to:

$$
\begin{align*}
& \sum_{j=1}^{M} x_{i j} \leq q \quad \forall i,  \tag{13}\\
& \sum_{i=1}^{N} x_{i j}=1 \quad \forall j,  \tag{14}\\
& y_{i \eta(j, k)} \leq \frac{x_{i j}+x_{i k}}{2} \leq y_{i \eta(j, k)}+\frac{1}{2} \quad \forall i, j, k(j<k)  \tag{15}\\
& \quad c(\eta(j, k)) y_{i \eta(j, k)} \leq r \quad \forall i, j, k(j<k),  \tag{16}\\
& C_{0}(i, j) x_{i j} \leq r \quad \forall i,  \tag{17}\\
& x_{i, j}, y_{i \eta(j, k)} \in\{0,1\} \quad \forall i, j, k(j<k), \tag{18}
\end{align*}
$$

where $i \in\{1, \ldots, N\}$ and $j \in\{1, \ldots, M\}$. This program also minimizes the distance between the two targets that are assigned to the same vehicle and are furthest away from each other. This MILP requires $M^{2} N$ binary variables. The two methods of solving a partitioning problem $H_{1}$ and then $E$, and $H_{2}$ and then $E$ will from now on be referred to as MILP1 and MILP2 respectively.

## C. Voronoi partitioning

This algorithm is a STAPP algorithm. First a task assignment process is performed using a so-called Voronoi partitioning, ${ }^{6}$ then the local search described in (MA) above is applied.

This algorithm is inspired by, ${ }^{6}$ but is not an exact implimentation. The same partitioning technique is used. The idea is to first allocate each target to its nearest vehicle. This is the same as constructing a so-called Voronoi diagram. After this partitioning has been performed, each vehicle will solve a traveling salesman problem (TSP) on its subset of targets, using the local search of (MA). The Voronoi partitioning is polynomial in time.

## D. Granular tabu search

This is a slightly adjusted version of the granular tabu search (GTS), described in. ${ }^{20}$ The algorithm is applicable to a broad class of combinatorial optimization problems, but is implemented for Problem 1. Some new features are added to make the algorithm a bit more effective, and the algorithm is adjusted to fit both objectives; 1a (min-max) and 1b (min-sum). A stochastic variant of this algorithm was also evaluated. These algorithms are CTAPP algorithms, and will be referred to as GTS and SGTS respectively.

This is a meta heuristic method that is applied to a feasible starting guess, the result of another algorithm. First one of the other algorithms are applied to Problem 1, and a solution is generated. This solution is the input to GTS, which aims at improving the solution further. The only constraint on the input solution is that it is feasible. However it will work better on a good solution because of the granularity threshold explained below.

The solution paths of all vehicles are represented by two vectors of size $N+M$, and are denoted $I N$ and $O U T$. The first $N$ elements of the vectors correspond to the vehicle positons and the last $M$ elements correspond to the target positions. Each vehicle and target has a unique id-number in the interval $(0, \ldots, N+$ $M-1)$. The elements $I N(i)$ and $O U T(i)$ are the positions that are visited before and after target $i$ on the vehicle path that visits target $i$.

A virtual depot position is created, which has id-number $N+M$. The elements $I N(i)=N+M \quad \forall i \in$ $\{0, \ldots, N-1\}$. The output, i.e. OUT, of the targets that are the last targets on a vehicle path also equals $N+M$. The virtual depot is an easy way to see where a path starts and ends. Of course, the inputs of the vehicles must always be the virtual depot.

The main idea behind tabu search heuristics are that local search or hill climbing algorithms are used, but to avoid local minima tabu lists are introduced. In these lists recent moves are stored and regarded as tabu, i.e. they cannot be used. Also when a local minimum has been reached, the algorithm is forced to make a move even though it will not improve the solution, see Figure 1. When the solution has not been improved for $n$ iterations the algorithm stops and the best solution achieved during the algorithm is collected. In this algorithm an overriding criteria is used, where moves in the tabu lists can be used if it leads to a new global minimum.

The term move needs to be explained further. Moves or exchange operators operate on arcs, where an arc in this context is the directed closest path from one target or vehicle to another target. In a k-exchange or k-opt move, k arcs are removed and replaced by k other arcs, hence the cardinality of the neighborhod of all possible k-exchanges is $\mathcal{O}\left((N+M)^{k}\right)$. Special exchange operators that are 2-opt, 3-opt and 4 -opt will be used that only has the neighborhod cardinality $\mathcal{O}\left((N+M)^{2}\right)$.

The following exchange/move operators will be used: The two exchange, the target insertion, the two target insertion and the swap. These are illustrated in Figure 2.

There are $(N+M)^{2}$ arcs, however the arcs between the vehicles are given a very large cost. Not all arcs are used in the algorithm, which is the core aspect of this algorithm. Only arcs that have an associated cost that is smaller than a certain granularity threshold $v$. The threshold $v$ is calculated as

$$
v=\beta \frac{z}{N+M}
$$

where $z$ is the cost of the solution of the input algorithm to GTS, e.g. the market based algorithm. Running GTS with MA as input algorithm will be referred to as GTS-MA. The threshold is a factor $\beta$ of the average arc cost in the input solution to GTS. Various values of $\beta$ can be used. If the solution is not improved for a certain number of steps, $\beta$ is increased to a higher value during some consecutive iterations, and then decreased to a lower value again.


Figure 1. The cost at each iteration is shown for the tabu search algorithms (GTS) in a scenario with 20 vehicles and 40 targets.


Figure 2. The four exchange operators. Here $a$ and $b$ are two different vehicle paths.

When using the vectors $I N$ and $O U T$ the change of the cost of the total solution when applying a move is calculated in constant time. Just to demonstrate this fact, the exchange operator with the min-sum objective will be looked at. The exchange is applied on arc $(a 1, b 2)$ in Figure 2. The change in total cost will be

$$
\begin{gathered}
-\operatorname{cost}(a 1, \operatorname{OUT}(a 1))-\operatorname{cost}(I N(b 2), b 2)+ \\
\operatorname{cost}(a 1, b 2)+\operatorname{cost}(I N(b 2), \text { OUT }(a 1)),
\end{gathered}
$$

where $\operatorname{OUT}(a 1)=a 2$ and $I N(b 2)=b 1$. In the stochastic version of this algorithm, the best moves are not always chosen in the local search process. With some probability, other moves can also be chosen.

This concludes the algorithm descriptions.

## IV. Implementation and Results

In this section we will describe the simulation environment and the results of running the algoritms.

## A. Simulation environment

The simulation environment consists of two parts. In the first part a problem instance in terms of an environment is generated, and in the second part the algorithms are applied to this problem instance.

In the environmental generation part, first a scenario is generated according to Problem 1. From the scenario a visibility graph is generated. The third and last step of the environmental generation process is to calculate a cost matrix. This is a matrix where the $(i, j)$ :th entry is the optimal cost of traveling between vehicle/target $i$ and vehicle/target $j$, where element $(i, j)$ is equal to element $(j, i)$. The minimum cost path between two nodes is calculated using the $\mathrm{A}^{*}$-graph search algorithm.

In the second part the algorithms are compared on the same cost matrix. All the algorithms except for the MILP methods are implemented in C++. The MILP methods are implemented in the matlab interface of CPLEX 8.0.

## B. Results

The results are presented in Figures 3-8. First we describe the technical details of the data set and then we discuss the results one figure at a time.

In all scenarios there are 12 rectilinear possibly nonconvex polygonal buildings. For each combination of vehicles and targets there are 50 generated scenarios in figure 3, and 25 generated scenarios in Figures 5-8. The MILP algorithms are not included in Figures 5-8, because of the high computational times on large problems. The computational times presented in Figure 4 are found using CPLEX 8.0. on an Intel Pentium 42.40 GHz with 512 MB ram, while the times in Figures 6 and 8 are from simulations on an Intel Pentium M 1.6 GHz with 1280 MB ram.

Running the algoritms on a small problem of 4 vehicles and up to 11 targets we get the costs depicted in Figure 3, where it can be seen that the GTS and SGTS find lower costs than the rest. The corresponding computation times are an order of magnitude higher for the two MILP approaches. These are therefore shown separately in Figure 4, where the median computation times are shown. In fact the worst computation times on these problems were as large as 200 seconds for the MILP1 algorithm on a problem with 4 vehicles and 10 targets.

Cost comparison


Figure 3. Cost comparison for 4 -vehicle problems using the min-max objective. Note that VP and MILP1 find the highest costs, followed by MILP2 and MA while most of the time, all (S)GTS find lower costs.


Figure 4. Time comparison for MILP algorithms on the 4 -vehicle problems using the min-max objective. Computation times for the other algorithms on a larger problem can be found in Figure 6.

The results from a larger problem with 20 vehicles and up to 70 targets can be found in Figures 5-6. Here it can be seen that while the VP is faster than the MA, the MA finds lower costs than VP. Both of MA and VP are easily to implement in a decentralized manner to improve overall system robustness.

If, on the other hand, centralized computations can be made, the GTS and SGTS algorithms can improve the results of the VP considerably. Using MA or VP as inputs to GTS or SGTS the resulting costs differ only slightly, while the combined computation times are still much longer for the algorithms using MA as starting solution.

The differences between the GTS and the SGTS are small. Most of the time the GTS find better solutions than the SGTS, but sometimes the opposite holds.

Cost comparison


Figure 5. Cost comparisons for 20 -vehicle problems using the min-sum objective. Note that the MA is consistently better than the VP, both as stand alone algorithms and as inputs to the (S)GTS. The best costs are found using MA-GTS and MA-SGTS.

Fixing the number of targets at 20 and varying the number of vehicles from two to ten you get the results depicted in Figures 7-8. The overall trends are the same as in Figures 5-6.

Time comparison


Figure 6. Time comparison for 20 -vehicle problems using the min-sum objective. All VP algorithms finish well under 0.2 s , while the MA ones need up to 1.8 s . Note that the total running time of e.g.the GTS-MA is the sum of the MA and the GTS-MA curves.

## Cost comparison



Figure 7. Cost comparison for 20-target problems using the min-sum objective. As in Figure 5 above, the best costs are found using MA-GTS and MA-SGTS.

Time comparison


Figure 8. Time comparison for 20 -target problems using the min-sum objective. As in Figure 6, the total computational times of the MA algorithms are larger then the VP ones.

As seen above, the division of the combined task assignment and path planning problem (CTAPP) into two separate problems (STAPP), as in VP and MILP1,2 can give lower computation times, but at the price of solution quality. The solutions can however be improved upon using heuristics, such as the (S)GTS, if centralized computations can be performed.

We were surprised by the performance of the algorithm proposed in ${ }^{20}$ and we think that heuristics such as the GTS should be considered, before trading solution quality for computation time by partitioning hard problems into subproblems with different optimal solutions. For more results see. ${ }^{19}$

## V. Conclusion

From the results it can be deduced that the STAPP algorithms VP, MILP1 and MILP2 are outperformed by the CTAPP algorithms MA, GTS and SGTS. The best algorithm was the granular tabu search, also when considering computational time. The market based algorithm (MA) is robust and easy to implement in a decentralized system, if it is possible to run the algorithms centralized, GTS is preferably used. On most problems, the computational times are low enough for the best algorithms to run on-line to respond to changes in the environmental information.
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