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This övning

Newton method with several variables

Linear systems and condition number (linjärt ekvationssystem och
konditionstal)
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Newton method

One variable: compute x̄ such that f (x̄) = 0

x0 = initial guess xj+1 = xj −
f (xj)

f ′(xj)

Two variables: compute (x̄ , ȳ) such that

F1(x̄ , ȳ) = 0

F2(x̄ , ȳ) = 0

(
x0
y0

)
= initial guess

(
xj+1

yj+1

)
=

(
xj+1

yj+1

)
− J

(
xj
yj

)−1
F

(
xj
yj

)
where

J(x , y) =

(
∂xF1(x , y) ∂yF1(x , y)
∂xF2(x , y) ∂yF2(x , y)

)
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A complete example
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Plot the curve

x2 + y2 = 1 + a sin(xy)

go in polar coordinates

x = r cos(θ) y = r sin(θ)

r2 = 1 + a sin(r2 cos(θ) sin(θ))

r2 = 1 + a sin

(
r2

2
sin(2θ)

)
Fix θ and solve

f (r) = r2 − 1− a sin

(
r2

2
sin(2θ)

)
= 0

Special case: θ = 0⇒ r = 1
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Plot the curve

f (r) = r2 − 1− a sin

(
r2

2
sin(2θ)

)

f ′(r) = 2r − a r sin(2θ) cos

(
r2

2
sin(2θ)

)
The Newton method becomes

r0 = initial guess

ri+1 = ri −
f (ri )

f ′(ri )
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Matlab implementation

close all
clear all
clc

n=100; theta=linspace(0,2*pi,n);

a=3.2; R(1)=1;
for j=2:n

h=1; r=R(j-1);
while abs(h)>1e-10

f=rˆ2-1-a*sin(0.5*rˆ2*sin(2*theta(j)));
fp=2*r-a*r*sin(2*theta(j))*cos(0.5*rˆ2*sin(2*theta(j)));
h=-f/fp; r=r+h;

end
R(j)=r;

end
x=R.*cos(theta); y=R.*sin(theta); plot(x,y)
axis equal
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MATLAB DEMO
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A complete example
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Compute max x-coordinate point

The curve is

x2 + y2 − 1 + a sin(xy) = 0

Maximize with respect x → derive an set equal to zero

∂x
[
x2 + y2 − 1 + a sin(xy)

]
= 0

2x − ay cos(xy) = 0

In conclusion we have

x2 + y2 − 1 + a sin(xy) = 0 the point is on the curve

2x − ay cos(xy) = 0 x–coord. is maximized
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Compute max x-coordinate point

The solutions are the roots of the function

F

(
x
y

)
=

(
x2 + y2 − 1 + a sin(xy)

2x − ay cos(xy)

)

J

(
x
y

)
=

(
2x + ay cos(xy) 2y + ax cos(xy)
2 + ay2 sin(xy) a[xy sin(xy)− cos(xy)]

)
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Matlab implementation

plot curve
grid on

% x=z(1) and y=z(2)

F=@(z) [z(1)ˆ2+z(2)ˆ2-1-a*sin(z(1)*z(2))
2*z(1)-a*z(2)*cos(z(1)*z(2))];

J=@(z) [2*z(1)-a*z(2)*cos(z(1)*z(2)) 2*z(2)-a*z(1)*cos(z(1)*z(2))
2+a*z(2)ˆ2*sin(z(1)*z(2)) a*(z(1)*z(2)*sin(z(1)*z(2))-cos(z(1)*z(2)))];

z=[0.5; 1.5]; h=1;
while norm(h)>1e-15

h=J(z)\F(z); z=z-h;
end
hold on; plot(z(1),z(2),'o'); axis([-3 3 -3 3]);
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MATLAB DEMO
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Linear system

Let A a matrix and b a vector, we look for x̄ such that

Ax̄ = b

Let x an approximation of x̄

Relative forward error

‖x − x̄‖
‖x̄‖

Relative backward error

‖Ax − b‖
‖b‖

Condition number κ(A) = ‖A‖‖A−1‖
Relation between relative forward error, relative backward error and
condition number

‖x − x̄‖
‖x̄‖

≤ κ(A)
‖Ax − b‖
‖b‖
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Problem
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Matlab implementation

% solve the linear system
xx=A\bb;

% condition number
cond(A,'inf')

% compute an approximation of the condition number
cond est=1;
for j=1:10000

b=bb+0.05*(-1 + 2*rand(6,1));
x=A\b;

FW=norm(x-xx,'inf')/norm(xx,'inf');
BW=norm(A*x-bb,'inf')/norm(bb,'inf');
t=FW/BW;
cond est=max(cond est,t);

end
cond est
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MATLAB DEMO
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