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Chapter 1

Variable coeflicients.

So far we have been able to show existence for solutions to the Dirichlet problem
for Laplace equation. It is of some interest to generalize that result to more
general equations. We will consider the following general elliptic second order
PDE,

S a5 (2) Gt + S (@) B 4 e(whule) = fa) mQ
u(x) = g(x) on 99

where (2 is some bounded domain, g € C(0R), a;;(x), bi(x), c(z) and f(x) are
given functions.

Equation (1.1) is to general for us to be able to say anything specific about
the solution u(z). We need to impose some conditions on a;;(x), b;(x) and ¢(x)
to assure that the solutions are “well behaved”.

A powerful tool we used in the solution of the Laplace equation was the
maximum principle. To assure that solutions u(zx) to (1.1) satisfy the maximum
principle we make the following definition.

Definition 1. We say that an partial differential, equation defined a domain
Q,

n

3 ayla)y a% ;b 8% + e(x)u(z) = f(x)

ij=1

is strictly elliptic in Q if there exists a constant X\ > 0 such that for all x € )

> ()68 = AP
ij=1
for any vector £ = (&1,&2, .., &n).

Remark: If we let A be the matrix with coefficients a;;(z) then the ellip-
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2 CHAPTER 1. VARIABLE COEFFICIENTS.

ticity condition say that

aii(z) ae(z) -+ am(x) &1
6 6 e 6] ?21(56) :a22(33) :a2n(x) 252 > AeP.
anl(x) e Ann (.’E) gn

This is the same as demanding that all (generalized) eigenvalues' of A are
greater than \.

One might ask what ellipticity has to do with the maximum principle. A
simple example will suffice to show that ellipticity is related to the maximum
principle.

Example: Let Q be a bounded domain, € > 0 and u(x) € C?(Q2) N C(Q) be
a solution to

n

Z 8 8% + Z 3@ + c(r)u(r) =€ in Q.

ij=1 i=1

Assume furthermore, for simplicity, that a;;(z) = a;(z) and a;;(x) = 0 for i # j,
a;;(x) > 1 (that is the PDE is elliptic with A = 1) and that ¢(z) < 0. Then
u(z) does not have any non-negative interior maximum.

This is quite obvious. We argue by contradiction and assume that u(z)
has an interior non-negative maximum at 20 € Q. Then Vu(2?) = 0 and

8%u(z®)
“,7— < 0. We can thus calculate
) 0 0
0<e= au + b C.’E)U.T SO,
Z Z (+°)u(a”)
<0
<0 =0 since Vu=0

where we used that a;;(z°) > 1, and ¢(z) < 0 by assumption and that u(z°) > 0
since 2° is the non-negative maximum. Clearly this is a contradiction. In

particular, elliptic PDE with ¢(z) < 0 seems to satisfy a maximum principle.

Remark on different kinds of PDE: We will only study elliptic PDE in
this course. However, there are other classes of important PDE that appears
in the applied sciences. Besides elliptic the most important classes of PDE are
parabolic and hyperbolic.

The heat equation,

Ou(z,t)
ot

is the archetypical parabolic equation. A parabolic equation is, more or less, an

elliptic equation minus a time derivative.

Au(x,t) — =0,

ISince Du@) _ = o2 u(i) for a C?

Oz;0x Oz ;0.
is diagonalizable and thus that the n eigenvalues exists.

function there is no loss of generality to assume that A
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The third important class of equations is represented by the wave equation

Ou(z,t)
Au(z,t) 9z = 0
The wave equation is the basic representative of the hyperbolic PDE.

Of the three classes of PDE one can say that elliptic and parabolic are the
most similar. Most of the results for elliptic PDE also exist for parabolic PDE.
For instance the maximum principle (suitably interpreted) and the regularity
theory that we develop also exist for parabolic PDE. However, one needs to
formulate the problems and results slightly different for parabolic PDE since
the PDE has a time variable t. We will not discuss parabolic or hyperbolic
equations in this course.

1.1 The maximum Principle for Elliptic PDE.

For simplicity we will write, for any u € C?(£2)

n

Lu(z) = ) a; )5 axj+2b axz +c(z)u(z) inQ, (1.2)

i,j=1

where L is an elliptic operator, a;;(z),b;(x), c(z) € C(8).

Lemma 1. [THE WEAK MAXIMUM PRINCIPLE.] Suppose that u € C%(Q), where
Q is a bounded domain, and Lu(x) = f(x) where f(x) € C(). Assume that

1. ¢(z) <0 and f(x) >0 or
2. c(z) <0 and f(x) >0

The u(z) does not achieve a positive local mazimum in Q.
In particular, if u € C*(Q) N C(Q) then

sup u(x) = sup u(zx).
Q 0Q
Proof: The proof is very similar to the example in the previous section.

We argue by contradiction and assume that u(z°) > 0 and that z° is a local
maximum for u(z). Then

i.j=1 =1
= Zc@)ulz) + f(@).
>0 at 20
Since u(2?) is a local maximum we can conclude that Vu(z?) = 0 and

D?u(x?) is a non-positive matrix.
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In particular,

" 2u(x0 . (20 " 2u(x0
0< Z aij(xo)a ( )+Zbi(x0)a ( ): Z @iz ( 0)3 (a”) (1.3)

63:i<9xj v 63:1890]

3,j=1 i=1 i,j=1

If we can show that the right hand side in (1.3) is non positive we get the desired
contradiction.

Since the matrix A(z°) = [a;;(2%)];; is strictly positive by ellipticity it has
a square root \/Z Also —D2u6(x0) is non-negative so it has a square root

v/ —D?u(2?). Now we notice that

= 0?u(z?)
(0 = . 2 0 —
E a;j(z )&Tiaxj trace (A - D*u(z"))

ij=1

= —trace (A (—D*u(z"))) = —trace (\/Z\/Z\/fDQU(xo)\/szu(xo)) =
_ trace ((mmf mm) <0,

where we have used linear algebra freely and that the last inequality follows
from trace(CT - C) = 37'._ (cij)* > 0 for any matrix C. This finishes the
proof. O

Corollary 1. [THE COMPARISON PRINCIPLE.| Let 2 be a bounded domain and
u,v € C%(Q) N C(Q) satisfy

Lu(xz) > Lv(xz) in Q
u(z) <wv(z on 09.

Then, if c(x) <0, it follows that u(z) < v(zx) in Q.

Proof: The proof is simple, and follows directly from Lemma 1 if Lu(z) >
Lv(z) since then L(u — v) > 0 and can not archive a positive maximum.

We will modify the function v — v by a function w to obtain the strict
inequality and then use Lemma 1 to prove the Corollary.

To that end we define

2 2
w(z) =N — Nl

where r is chosen large enough that w(z) > 0 in  and N is to be determined
later. Notice that
Lw(z) = Z aij(z) (—2N&;; — AN?z;z;) Nl (1.4)
i,j=1
+ 3 bi(@) (~2Nw;) N 4 o) (N - Nl <

i=1

<0

<2NeNI#I? |2 supg [b(x)]
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< Z a;j(z) (—2Nb;; — AN?z;25) e Nlal* 4 2NeN|w|2|x|sup|b(x)|,
Q
where we used that ¢(z) < 0 and w > 0 in Q. We need to estimate

n
Z 2N6w — 4N? xlas] = —QNZa” — 4N? Z a;j(z)x;z; <
Jj=1 4,3=1
(1.5)
< —2NX —4N?\|z|?,

since the first sum is just the trace of A and the second sum can be estimated
from below by A|x|? by the definition of ellipticity with & = .
Using (1.5) in the estimate (1.4) we can conclude that

|z| supg |b(95)|> Nizl® _

+lal® = ==

1
L < —4NZ?)\
w(z) < <2N

B 2 1 1 B 2 2
N2 Nlx
=4 A <I| B r l\/)\) +Tl\/ B ﬁ <4)\) € . < 0’
N——

>0

where the last inequality follows if N is large enough.
In particular Lw(z) < 0, so w(x) is a super-solution.
Now consider
he(z) = u(z) — v(z) — ew(x).

Then
Lhe(z) >0 in
he(z) < —ew(z) on ON.

We may conclude, from Lemma 1, that h. can not obtain an interior maximum.
Thus, for any € > 0,

sup (u(z) — v(z) — ew(z)) < esup(—w).
Q o0

If we let ¢ — 0 this implies that

sgp (u(z) —v(z)) < 0= u(z) <v(z).

Corollary 2. Let Q be a bounded domain and u,v € C?(Q) N C(Q) satisfy

Lu(z) = Lv(z) in Q
u(z) = v(z) on 0f.

Then, if ¢(x) <0, it follows that u(z) = v(z) in Q.

Proof: By the previous Corollary it follows that u(x) < v(z) and v(z) < u(x)
in Q. O
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Chapter 2

Apriori estimates.

We know that the solutions to

2 ,
Lu(z) =377 ) aij(x) gmuéij + > bi(x) dgg(gf) +c(z)u(z) = f(x) inQ
u(z) = g(z) on 0f)

(2.1)
are unique, if they exist. The difficult part is to prove existence. That will take
considerable effort. We will start lay the foundations of the existence theory
in this chapter. In the next section we will prove sketch a strategy of how to
solve the problem. In particular, we will try to motivate the need for apriori
estimates. Then we will prove the estimates for the Laplace equation. At the
end of the chapter we will prove existence in a very basic case and use that basic
case as a springboard for a continued discussion of the strategy.

2.1 Discussion.

We need to find an approach to analyze a very difficult equation. We are in
particular interested in showing existence of solutions. One way to approach the
problem is to first consider operators L that somehow are close to the Laplace
equation - which we can solve. Let us consider

Liu(z) = Au(z) + t (L — A) u(z),

then Ly = A and L; = L so, at least intuitively, L; ~ A for small ¢ and for
t = 1 we are back at the general case. If we assume that, for every small £, there
exists a solution u:(z) to the following equation

Ltut(x) = f(l‘) in
ug(x) = g(x) on 9N.

Then for ¢ small we would expect u(x) ~ u®(x) + tu'(x) for some functions
u’(x) and u'(z). What equations would we have to solve to calculate u° and

7



8 CHAPTER 2. APRIORI ESTIMATES.

u'? If we set t = 0 we get, since Lg- = A-,

Louo(z) = Aul(2)f(z) in Q
u(x) = g(x) on 09,

which is fine since we know how to solve the Dirichlet problem for the Lapla-
cian. However to calculate u'(x) we would need to solve, and here I am rather
informal,

f(z) = Lyug(z) = A(u®+tu')+t (L — A) (u+tu') &~ Au® +t (Au' + (L — A)uP),
=f(z)

where we have disregarded terms of order 2. We see that we need to solve
Aul(z) = (A — L)u®(x), (2.2)

Equation (2.2) is in principle fine since we can solve the Dirichlet problem and
the right hand side is well defined. But we have only shown that u® € C?(Q) so
the right hand side of (2.2) is, as far as we know, only continuous. But we need
the right hand side to be C* to solve (2.2).

In general, we will need to improve our regularity results so that Au(x) =
f(x) € C implies that u € C*“. We will prove this in the next section and also
show that these estimates are strong enough to show existence in some simple
cases.

2.2 Interior Aproiri Estimates for the Laplacian.

Sinc eour aim in this section is to estimate |D?u(x) — D*u(y)| where Au(z) =
f(z) we need to have a better understanding of the Newtonian kernel which we
will provide in the next lemma.

Lemma 2. Let z,y € R", |x —y| =r and

0?N(z)

Ni (1’) - 8:21812]

be the second derivatives of the Newtonian kernel. Then,

Clz —y|
|Nij(z — &) — Nij(y — &) < W

for any £ € R™\ Ba,(z).

Proof: Fix a £ € R™\ By.(z). Then N(z — &) € C®R"\ {z = &}). In
particular, N(z — &) € C%°(Bs,/2(z)) so we may calculate

Ny (2 — €) — Nij(y — 6)] = / (x — ) - YNy (s + (1 — s)y — £)ds| <
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<l|lz—y| sup |VN;(z—-¢)]. (2.3)

z€B,(x)

Next we notice that

sup [VN;;(z —§)] < sup VN (2)] .
ZEB,«((E) ZeB|£—z\+r(0)\B|£—m\—r

But since
—%l{1(|x|) X forn=2
— %o E for n # 2,

N(z)=N(z) = {
It follows that

Ch
sup IVNi;j(2)] < s
2€Bj¢—a|4r(0\Bje—a|—r ’ (1€ = 2| = r)ntt

but if & € R™ \ By,.(z) it clearly follows that
§—a—r>le—a
x r > 5 x
from which we may conclude that

C,2"
sup IVN;; (2)] € ——m——.
2€B|¢—o|+r(0\Bjg—z|—r ! (I€ =zt

Using this last inequality together with (2.4) and (2.3) will result in

(€ =zt

which is the conclusion of the Lemma up to the naming of a constant. O

|Nij(z — &) — Nij(y =& <

Theorem 1. Let f(z) € C¥(Bar(0)) for some 0 < a < 1 and define
u(z) = A N(z =€) f(€)dg
then for any x,y € Br(0), x # y, the following inequality holds
82u(ac) _ 82u(y)
8.’,81'63?]' 8%1637]
|z —y|*

< Can «
< Ca, ([f]c (Bar(0)) T 7

x—yll7%su x
| y‘ pBR(O) ‘f( )|> . (25)
In particular, u € CQVC‘(BR(O)) and

[D2U]CQ(BR(0) < Ca,n ([f]Ca(szR(O)) +

SUP B (0) | f(x)]
R~ ’

where Cq , only depends on the dimension and c.
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Proof: We have already shown that u(z) € C? and that

ON(E =8), (€)aae).

D*u(z) O?’N(x —¢€)
Grte = T GO f@des@ [

We will use this representation to prove (2.5). We set r = |z — y| and calculate

0?u(x) B 0?u(y)
8xi6xj 8.731'8$j

/ Nyj( — &) (f(6) — f(x)) dé — f(z) /
B2r(0) dBag(0)
Ny — f)ujdA@)‘ <

<

< Ni(z — §)v;dA(£)—

[ Nala -9 (O - fw) de+ 1) |
B2r(0) 8B2r(0)
/ Nij(y — &) (F(6) — F(y)) de
B27‘(1:)

+

< +

/ Nij(z =€) (F(€) — f(x)) de
Bar(x)

Nij(y=&) (f(€) — fy)) dé+

N;:i(x— — d
i /BzR(O)\BzT(@ J(x Qe =) g—i_/BzR(O)\Bzr(ﬂJ)

S [ N udA© - ) [ N- f)deA(f)’
9Bsr(0) OBsr(0)

/ Nij(y — &) (F(€) — f(y)) de
Bar(y)

+

+

<

/ Nij(x — €) (F(€) — f(x) de
B, (z)

+ (2.6)

+ / (Nyy (@ — &) — Niyly — ) (F(€) — F(a)) de
B2r(0)\B2-(x)

+ / Nis(y — €) (F(y) — F(x)) dé+
B3r(0)\Bar(x)

S [ N OudA@+ ) [ N £)deA(£)‘~
OB2r(0) OB2r(0)

We will estimate the terms in turn. First we use that |f(£)—f(2)] < [f]oe|E—z]*

to conclude that

/ Nij(x — €) (F(6) — f(x)) de| < [flee / INij( — ©)|] € — 2] *de <
B, (z) By (z)

<Clflos [ le—alras < ALy < e lfloert

BQT(.'.E)
where C,, only depend on «, and n. Similarly we may estimate

< Culfloare.

/ Nij(y — ) (F(€) — f(y)) de
B, (z)
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Next we use Lemma 2 to estimate

/ (Nyy(@ — €) — Nyy(y — €) (F(€) — f(a)) de| <
B3r(0)\Bar(x)

Clr—vy
< [f]ca/ %K —x|*d§ <
Byr(0)\Bay(z) |z — ¢
< Clfleslo—y C <
< colr — — a4 <
Bar(0)\Bay(z) [T — &M

< lflewr ( Grgims — s ) < Cllewr + Clflen e

To estimate the final integral in (2.6) we do an integration by parts in the
first term and use the triangle inequality as follows

‘/ Nij(y — &) (f(y) — f(x)) dE—
B2r(0)\B2r(x)

i) [ o Nila = A + 1) [ w- £>ujdA<5>] _

OB2r(0)
‘ [ Nl 9w () ) d - Nily— €, (Fy) — f(a)) de
B2 (0) 8Bay(z)
f() /8 o Nl A + 1) /a o N —awA(s)] <
| [ o (f(y)—f(x))dﬁ‘Jr
o
Hf @) INi(a — &) — Ni(y — )] dA(E) <
OBag(z)
<<l on 9B
< Offlewre+ SO,

notice that we get out an extra minus when we integrte by parts in the first
equality since ¢ hs a minus in the argument of N;;(y — &).
Collecting the terms we arrive at

O0x;0x; B 0x;0x;

|z — y[supp,, (o) If(x)|>

< ¢ (Iflevlo -l + 2
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dividing both sides by |z — y|* and taking the supremum over all z,y € Bg(0)
gives the desired estimate. O

Observe that the above Theorem only estimates the second derivatives in
Bgr(0) - that is away from the boundary. For further applications we will however
need the estimate close to the boundary.

Proposition 1. Let Q be a domain and assume that u(x) is a solution to
Au(z) = f(z) in Q

assume furthermore that |u| < M in Q and that f € Cf..(Q) and that for any
compact set K C Q the function f(x) satisfies the following estimate

Co,5
jg}g |f(z)| < W (2.7)
and o N
@) = flo)| < Y] (28)

= dist( K, 00)2+o

then there exists a constant Cy, o depending only on o and the dimension n such

that
Co,r + Ca,r + supg [u

D? <Cha 2.9

sup [D7u(@)] < Cuo =50k a2y (2.9)
e D?u(z) - D?u(y)| Cos+C ]
u(z) — D*uly 0,f T Ca,f +supq (U

< Ch.a - 2.10

z?yuepK |‘T - y|a o ’ dZSt(K7 aQ)Z-i—a ( )

Proof: We will begin by showing (2.9). The proof is not that difficult - even
though the result is very technical.

Part 1: The inequality (2.9) holds.

We fix a compact set K C €2. Since K is compact and (2 open the distance
dist(K, 0€2) > 0, we define d = w > 0. Let 2° € K be an arbitrary point
then distz®, 9Q > 4d and the following function

v(z) = u(dz + 2°)
is well defined in B4(0). The chain rule implies that
Av(z) = d*Au(dr + 2°) = d* f(dx + 2°) = g(x) in B4(0),

where we define g(x) in the last step.
We see that v(x) and g(z) satisfies

sup |v(x)] = sup |u(z)| < sup |u(z)],
2€B4(0) 2€Byq(z0) zEeQ

sup |g(z)| =d®> sup |f(z)| < Coy,
z€B3(0) x€Bza(x0)
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where we have used (2.7) in the last inequality as well as dist(Bsq(z°),99Q) > d.
Furthermore, we may estimate for x,y € B3(0)

l9(x) = 9(W)| _ 2| f(dz +2%) = f(dy +2°)|

[z —yle |z =yl
substitute _ g2t |f(Z) = f(9)] <
T=dx+2° §=dy+a° T —gl®  ~

< d*teC, s dist(Bsa(2°),00Q)" ) < C, ¢,

<d—(+a)

where we again used that dist(Bsg(z%),09) > d in the last inequality.
We have thus shown that v(x) solves the following Dirichlet problem

Av(z) = g(x) in By(0)
v(z) = u(dr +2°)  on 9By(0),

where v(x) and g(x) are is bounded by supg |u| and Cy ; respectively and
9]ceBs(0)) = Cay-

Next we let p(x) € C2°(B3(0)) be such that ¢ =1 in By(0) and |Vp| < 2.1
We also define

w(r) = . N(z —y)g(v)e(y)dy,

where N(z — y) is the Newtonian kernel, notice that the integral is well defined
since ¢g(y)¢(y) = 0 outside of B3(0). Clearly,

sup [w(z)| < sup [g(z)] N(z —y)dy < Cn sup |g(z)| = CnCo,r,

B2(0) B3(0) B2(0) B3(0)

where the constant only depend on the dimension. Furthermore, by the esti-
mates in Theorem 1 in the first set of notes? we know that

9%w(0)
89@(’)%

- /B TV (g(y)ply) - 9(0)) dy — g(0) / ZBy, €aat)

3(0) 8%8% OBs(z) al'z

<[ TR )pt) — g0y +
B

- 5(0) Ga:laxj

1That this is possible is easy to see geometrically, or one could define p(z) =
I5 »(0) ¢1/4(z — y)dy where ¢, /4 is the standard mollifier.

%,

See step 3 of that proof.
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+1g(0)]

[ B @aaw
9Bs(x) OTi

< 1 by direct
calculation
1

|n—a

< (ca,f+co,f)/ dy+Co < Cn (Coy + Cop)

B3(0) ly
We can conclude that
Aw(z) = g(x) in By(0)
|D2w(0)| <C, (Oo(,f + Co7f) and
supg, (o) lw(z)| < CyCo .

This in turn implies that h(z) = v(z) — w(z) satisfies

sup |h(z)| < sup |v(z)| + sup |w(z)| < sup |u(z)| + CrCo ;.
B2 (0) B2(0) B2(0) Q

In particular, we can conclude from our interior regularity for harmonic func-
tions that

) n392n+4
ID?h(0)] < 22 s oy < O (sup luta)] + o).
Wn Q
We may conclude that

|D?v(0)| = |D? (v(0) — w(0) + w(0))| =

= |D? (h(0) + w(0))| < Ch.a (sup lu(z)| + Co,5 + Ca’f) .
Q
But
D?*v(0) = d*>D?*u(x°)
which implies
}Dzu(zo)| < Chn,a (Supq |U($C)l|2+ Co,r+Cay) _
_ 16Chp . (supq [u(x)| 4+ Co, 5 + Co.z)
B dist(K, 00)2

This proves part 1.

Part 2: The inequality (2.10) holds.

We use the same set-up as in part 1 and let K C Q be a compact set and
2%,9° € K be arbitrary points. First we notice that if |2 — y%| > d then the
estimate immediately follows, indeed:

| D2u(a?) — D*u(y®)] _ |D?u(a?)| +|D?u(y’)| _

|20 — 40| |20 — 40 =
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15
_ 24290, 4 (supg |u(@)| + Co.s + Cayy)

- dist(K, 02)2|20 — 30|

< 2Cn.a (supg |u(z)| + Co,5 + Cay)
- dist (K, 00)2+e ’
which is the desired estimate. Therefore we may assume, without loss of gener-
ality, that |20 — ¢°| < d.

We define v(x) as in part 1 of this proof. Then, with 20 = y’—a

7 € B (0)

[D0(0) = D2o()| e IDPu(a®) — D2u(y”)]
10— 20] |20 — y0]a

Therefore it is enough to show that
| D?v(0) — D?v(2°)|

20 < Cha (Oo,f +Co,r+ Stép u|) )

If we define w(z) and h(z) as in Part 1 of this proof then it follows from
Theorem 1, in particular from (1), that

8%w(0) . 82w (z%)
Ox;0x; Ox;0x ;
J|ZO|O¢ : < Ca,n (Caﬁf + C(),f) )

where we have used that |2°] < 1, that [g]ce(B,(0)) < Ca.f and supg, () |9 <
Ooyf.
Next we estimate
92h(0)  2%h(z%)
6:67;an axiazj
|20]

< SUPze B, (0) |D3h(33)||20|

< < sup |D3h(:c)|
|20 2€ B, (0)

where we used the mean value theorem for the derivative to conclude that
8%h(0)  9%h(zY) _ 2
Ox;0x -

ot =20 V% for some ¢ on the line from the origin to z°. But
% J K J
since h(x) is harmonic in B2(0) it follows that

gu(%) |D*h(@)] < Cullhll L1 (B20)) < Cn sup |h(z)] < Cyy
1

<sup |u(z)| + Co’f) .
B2 (0) Q

We can thus conclude that

|D?0(0) — D?v(2%)] - |D?w(0) — D?w(z)|
EX -

BB *

N |D?h(0) — D?h(2")|

0 < Cna <Co,f + Ca,f +sup |U|> :
|20] Q
This finishes the proof.
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2.2.1 An application.

Before we consider the general case of an elliptic PDE we will consider a simpler

perturbation result with a PDE that is some sense is close to the Laplace equa-

tion. We will improve on the following result significantly later in the course.
In this section we will assume that

Lu(z) =Y aij(x)w in B, (0), (2.11)

Pt 0z;0x;
where a;; satisfies the ellipticity condition and the following conditions
llaijllce s, 0)) < € fori,j=1,2,....nand i # j (2.12)
and
llaii — 1[ca(B,0)) < € fori=1,2,...,n. (2.13)

The conditions (2.12) and (2.13) means that the partial differential operator is
close to Laplace in some sense. In particular, if ¢ = 0 then L = A.

Lemma 3. Let f(z) € C*(B1(0)) and g(x) € C(0B1(0)). Assume furthermore
that L is as in (2.11) and that a;j(x) satisfies (2.12)-(2.13). Assume further-
more that there exists a 6 > 0 such that

aij(x) =0 if x € Bi(0)\ Bi-5(0) and i # j,
and
aii(r) =1 if £ € B1(0) \ By_5(0),

that is L- = A- in B1(0) \ B1_s(0).
Then there exists an €5 > 0 (depending on 6 > 0 as well as f, g, a;; and )
such that if € < €5 then there exists a unique solution to

Lu(z) = f(z) inQ
u(z) = g(z) on 0.
Proof: Even though we have made many preparations the proof is quite

complicated. We will prove the Lemma by constructing a convergent sequence
of approximating solutions starting with the Dirichlet problem.

Observe that we can find a solution, u°(z), to

Auw(r) = f(x) 0
u®(z) = g(x) on ON).

We will inductively define u*(x), for k = 1,2, ..., as the solution to

Auk(z) = Aukb~1 — Lu*~1(2) + f(x) in Q
uF(z) = g(z) on ON.

Since we are going to work with the differences u — u*~! for most of the
proof we define w*(x) = u*(z) — u¥~1(z) for £ > 1 and w°(z) = u%(z).
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Then
Aw(z) = AuP"H(z) — Lub Y (z) — Au*~2(z) + LuF 2 (2) = (2.14)

=(A-1L) (v ).

But on each compact set K C 2 we have, by Proposition 1 in particular (2.9),
that

sup |D?w”(z)| < (2.15)
zeK
@ sup, e [(A — Lwt=1] 4+ @+ [(A = D)(h1)] 1 o) + supg k]
< C’n [e3
= 3 d2
where d = dist(K, 9Q) and similarly
k
[D2w*(2)(@))] o 10y < (2.16)
-c @ sup,ec |(A = D)w* ! + d**[(A — L)w* Yca(x) + supp, (o) [0

d2+o¢

But clearly, with the notation 6;; = 0 if 4 # j and §;; = 1 if i = j,

sup |(A — L)wk*1| <
zeK

sup (sup la;;(z) — 5ij|> sup |D2wk71(x)\ <
rxeK zeK

i,j=1,....,n

<e

< esup [wh 1 (z)]
zeK

and similarly®

(A = D@D gugiy < € [P0 ) -

In conclusion we get form (2.15) and (2.16) that

sup |D?wk (z)| < (2.17)
reK

Supp, (0) |wk‘

< Cn,ae (Sup |D2wk71(x)‘ + d* [D2wk1}CQ(K)) + d?

reK

and

IN

[|D*w" (z)] (2.18)

C*(K)

Cn,a€ 2 k-1 o (12, k—1 Sub g, (0) jw”|
T (fggmw ()| +d [Dw ]CQ(K) +(pT

3Here we are cheating a little. To be exact, we are skipping some details. The assertion is
justified but it uses some results that we will cover later.
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We need to estimate supg |w*|. Notice that w*(z) = u¥ — u*~1 = 0 on

0B1(0) and from (2.14) we get that
|Awk’ =[(A-L)w* (z)] <
<e sup |D2wk71(z)| .
z€B1_5(0)

Therefore, by the comparison principle we can deduce that
—B(z) < w"(x) < B(x) (2.19)

where

2,,k—1
eSUD e, ) |D70h 1 (2)]
B(x) = T (1 [f?).

In particular B(z) = w*(z) = 0 on dB1(0) and —AB(x) > Aw* > AB(x).
We may thus estimate

sup |wh(x)] <e sup ’Dka_l(x)f. (2.20)
B1(0) z€B;_5(0)

Using (2.20) in (2.17) and (2.18) we can conclude that

sup |D*w" ()] +d* [D*w*(2)] o ) <
reK

1+d? 2, k-1 o [p2, k-1
——— sup | D*w* ! (2)| + d* [D*w }CQ(K) < (2.21)
zeK

< Ce 2

1 2, k-1 o 112, k-1
§2<§glp(D w1 (z)]| + d* [D*w ]CQ(K)
where the last inequality follows if € is small enough, say € < % for some small
¢, and d > 4.

Equation (2.21) is the heart of the proof since it shows that

sup |D*w" ()] +d* [D*w*(2)] o ) <
reK

1 2 k-1 o (2, k-1
S2<§1€1[[;Dw (z)] +d* [D*w ]CQ(K) <

L 2, k-2 a (2, k-2
22(522|Dw (z)| + d* [D*w ]CQ(K) <

IN

IN

1 2,0 « 2,0
§2]€<§1€12|Dw(x)|+d [Dw]C“(K) .

That is D?u*(x) forms a Cauchy sequence in C*(K) for any K € B;_s(0).
So, by the Arzela-Ascoli Theorem, u* — wu uniformly on B;_5(0). And on
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B1(0)\ B1— 5( ) it directly follows that u* converges, at least for a subsequence,
since Au (x) xz) in B1(0) \ B1_5(0).

So ukF — w in C;2%(B1(0)). By the definition of u* it als follows that

Auf = (A = D)u* 1 (z) + f(z) = Lu" = AW () — uF(2)) +f(x).

H «
—0in C7

It follows that

we can conclude that

[u* () —u® ()] < Z u* —u"
which implies that for every k =1,2,3, ...

u’(z) — C(1 — |z*) < uf(x) < ul(z) + O — |z]?).

Since u® € C(Q) we can conclude that u(z) € C(Q).
Uniqueness of u(x) follows by the maximum principle, in particular Corollary
2. O
Remarks: There are several things to say about this Lemma.

1—|zf)

I\D‘,_\

H'Mw

k
)| < C(1-|zf?) Z

1. First of all, the result is very unsatisfactory in several respects. The most
obvious is that we assume that a;;(z) = J;; in B1(0) \ B1_s(0). But this
assumption is necessary for us to estimate (2.21).

That we need this assumption is because we our estimates of D?u(x)
breaks down when x is close to the boundary. In particular the presence of
the inverse of the distance to the boundary in the statement of Proposition
1.

Therefore we need to develop a theory that better estimates the solutions
close to the boundary, estimates without the dist(K,9Q)~! terms.

2. We need to develop some better terminology in order not to get lost in the
technicalities. In particular we need to develop the language of Banach
spaces as well as some functional analysis.

3. It is also rather unsatisfactory that the proof only works for small e. The
theory only works for small € because, and this is very important, we do
not have a regularity theory for the general equation Lu(z) = f(x). If
we had such a theory we could, using the terminology of the beginning
of this chapter, apply the same proof in Lemma 3 to find a solution to
Liycu(x) = f(x) if we could solve a solution to Liu(z) = f(x) - and then
for Lijocu(z) = f(x) ete.
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In the next chapter we will continue to develop the regularity theory for
elliptic PDE. Then we will see that the interior regularity theory actually implies
boundary regularity. Once we have the regularity theory in place we will be
able to show existence for the general equation Lu(xz) = f(z) - under some
assumptions on L and on the boundary of €.



