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1. Introduction
Vector bundles can be thought of as vector spaces parametrized by a base space, where
“space” can mean a topological space, an algebraic variety, or a manifold. They occurence
is abundant in topology, geometry, and algebra. Characteristic classes are cohomological
invariants of vector bundles and the most important and powerful tools to study them.
This course is an advanced level course on characteristic classes in topology, algebra,
and geometry, including an introduction to vector bundles, cohomology, and differential
geometry.
The course goal is to understand and be able to apply the concept of characteristic

classes in a range of mathematical disciplines. At the end of the course, the student will
be able to follow current research literature and, if desired, pursue own research projects
in this area.
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2. Vector bundles

The theory of vector bundles can be described as linear algebra parametrized by a base
space. The aim of this chapter is to make this slogan precise and give three equivalent
but quite distinct definitions of what a vector bundle is. All three of these definitions
have their advantages and disadvantages.
A vector bundle is, roughly speaking, an assignment of a vector space Ex to every

point x ∈ B of some topological space B. The space B is called the base space, and
Ex is the fiber at x of the vector bundle. This assignment should satisfy two central
conditions:

Continuity: The fibers Ex should vary continuously with the base point.

Local triviality: Over small open subsets U ⊂ B of the base space, we should have
Ex = Ey for all x, y ∈ U .

The reader should be aware that both of these conditions make no mathematical sense
as stated.

2.1. Bundles as spaces over a base space
Let B be a topological space. A space over B is another topological space E together
with a map p : E → B. We denote the category of spaces over B by Top /B. Here, a
morphism from p : E → B to p′ : E′ → B is a map f : E → E′ such that the triangle

E E′

B

f

p p′

commutes, i. e. such that p′ ◦ f = p. We denote the set of morphisms over B by
mapB(E,E′). If E, E′ ∈ Top /B, we also define the fiber product E ×B E′ ∈ Top /B to
be

E ×B E′ = {(e, e′) | p(e) = p′(e′)} (e,e′)7→p(e)−−−−−−−→ B

It is customary to suppress the projection map p in the notation and denote the fiber
p−1(x) of x ∈ B by Ex.

Definition. Let B be a topological space and k a field (typically R or C). A k-vector
space over B consists of:
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2.1. Bundles as spaces over a base space

• a space E ∈ Top /B,

• a map s0 ∈ mapB(B,E), called the zero section,

• a map + ∈ mapB(E ×B E,E), called addition, and

• a map · ∈ mapB(k × E,E), called scalar multiplication

such that for each x ∈ B, Ex becomes a k-vector space with zero s0(x), addition +|Ex ,
and scalar multiplication ·|Ex .
A morphism of vector spaces over B is a map f ∈ mapB(E,E′) compatible with s, +,

and ·. In particular, f |Ex is a vector space homomorphism for all x.

The most obvious k-vector space over B is the product space kn × B, where the
projection to B is simply the projection onto the second factor of the product.

Definition (local triviality of vector bundles). Let E be a k-vector space over B. Then
E is called a k-vector bundle if every x ∈ B has a neighborhood U ⊂ B such that
EU = p−1(U) is isomorphic to a product space kn × U for some n ≥ 0. The category
of k-vector bundles over B is denoted by Vectk(B) or just Vect(B) if k is understood
or irrelevant. A morphism of k-vector bundles is simply a morphism of the underlying
k-vector spaces over B.

In a vector bundle E ∈ Vect(B), the dimension of each fiber Ex must be finite, but it
may vary with x. If it does not, and is constantly n, we say that E is equidimensional
of dimension n. We denote the subcategory of n-dimensional vector bundles on B by
Vectn(B).

Lemma 2.1.1. If B is connected then any E ∈ Vect(B) is equidimensional.

Proof. For n ∈ N0, let Un = {x ∈ B | dimEx = n}. By the local triviality condition,
each Un is open and closed, the Un are disjoint, and they cover B. Thus B = Un for
some n, and Ui = ∅ for i ̸= n.

So far, the only vector bundles we have encountered are trivial vector bundles (product
bundles). It is thus time for some more interesting examples.

Example 2.1.2 (The Möbius strip). Let E = R × [0, 1]/∼, where the equivalence
relation∼ is generated by (x, 0) ∼ (−x, 1). There is a map p : E → B = [0, 1]/{0, 1} ∼= S1

defined by p(x, t) = t. Then E is a 1-dimensional real vector bundle over B, an infinite
cylinder with a half twist. The bundle E is known as the Möbius strip.
Explicitly, the zero section is given by s0(t) = (0, t), addition by

(x, t) + (y, t) = (x+ y, t)

and scalar multiplication by
λ · (x, t) = (λx, t).

Note that the addition is well-defined.

5



2. Vector bundles

Figure 2.1.3.: The Möbius strip E

To verify local triviality, let us first consider a point t ̸= 0 ∈ B, where 0 denotes the
equivalence class of 0 = 1. Then we can choose a neighborhood U ∋ t such that 0 ̸∈ U
and EU

(x,t)7→(x,t)−−−−−−−→ R×U is a well-defined isomorphism of vector spaces over U . On the
other hand, for t = 0, choose U = B − {12} and define

EU

(x,t) 7→

(x, t); t < 1
2

(−x, t); x > 1
2−−−−−−−−−−−−−−−−−→ R× U

This is also a an isomorphism of vector spaces over U , so we are done.
The Möbius strip is a nontrivial line bundle. This can be seen by observing that the

total space of a trivial line bundle falls apart into two components when one removes
the zero section, whereas the Möbius strip stays connected.

Example 2.1.4 (Projective space and the tautological bundle). Let k be any field or
skew field (typically R, C, or the quaternions H) and Pn = kPn the n-dimensional
projective space over k. This is defined to be the quotient space

Pn =
(
kn+1 − {0}

)
/ ∼,

where the equivalence relation ∼ is given by (x0, . . . , xn) ∼ (λx0, . . . , λxn) for λ ∈ k×.
We will think of Pn as the set of lines through the origin in kn+1,

Pn = {L ⊆ kn+1 | L one-dimensional subspace},

although this description does not include what topology we want to have on Pn. We
now define the tautological line bundle O(−1) on Pn by

E = {(x, L) | L ∈ Pn, x ∈ L}.

It is called tautological because the fiber EL over a line L ∈ Pn is that line. The
notation O(−1) will become clear ??. The total space En is topologized as a subspace of
kn+1×Pn, and the projection map is the obvious one, mapping (x, L) to L. Much as in
Example 2.1.2, we see that the vector-space-over-Pn structure of the (n+1)-dimensional
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2.1. Bundles as spaces over a base space

trivial vector bundle kn+1×Pn restricts to the subspace E, and it remains to show local
triviality.
Choose an arbitrary scalar product ⟨·, ·⟩ on kn+1, let L ∈ Pn be a line in kn+1, x0 ∈ L

a point of norm 1, and choose U = {L′ ∈ Pn | L,L′ are not orthogonal}. Then there is
a bijective map

ϕ : EU → k × U, ϕ(x, L) = (⟨x, x0⟩, L)
which constitutes a local trivialization of the tautological bundle near L.
Example 2.1.5. We give an example of a vector space over B which is not locally trivial
and hence not a vector bundle. Let E = {(x, b) ∈ R2 | xb = 0} (x,b)7→b−−−−−→ R = B be the
projection of the coordinate cross to the b-axis. Then

E ×B E = {(x1, x2, b) | x1 = x2 = 0 if b ̸= 0} (x1,x2,b)7→(x1+x2,b)−−−−−−−−−−−−−→ E

gives E the structure of a real vector space over B (the scalar multiplication is defined
similarily). However, no neighborhood U of 0 ∈ B has EU ∼= U ×Rn for any n since the
fiber over 0 is 1-dimensional, while all other fibers are 0-dimensional.
According to the definition, an isomorphism of vector bundles is a map f ∈ mapB(E,E′)

of vector spaces over B which has an inverse g ∈ mapB(E′, E). The following charac-
terization is less obvious than one might at first think:
Theorem 2.1.6. A map f ∈ mapB(E,E′) is an isomorphism of vector bundles iff
f |Ex : Ex → E′

x is an isomorphism on the fibers for every x ∈ B.
Proof. The “only if” direction is obvious, so assume that f induces a vector space iso-
morphism on all fibers. Then f is bijective and has an inverse map f−1 : E′

x → Ex, but
is f−1 continuous?
To show this, we will use local trivializations. Let x ∈ B have a trivializing neigh-

borhood U ⊂ B for both E and E′ and ϕ : EU → kn × U , ϕ′ : E′
U → kn × U be local

trivializations. The restriction f |EU
can be written as the composition of isomorphisms

f |EU
: EU

ϕ−→ U × kn G−→ U × kn (ϕ′)−1

−−−−→ E′
U

for some map G ∈ mapU (U × kn, U × kn). As G is an isomorphism over U , it must be
of the form

G(u, x) = (u, g(u)x) for some g : U → GLn(k).
But then f−1|E′

U
= ϕ−1 ◦ (id×g−1) ◦ ϕ′, where g−1 denotes the pointwise matrix inverse

u 7→ g(u)−1, not the inverse map. As a composite of continuous maps, f−1|E′
U
is therefore

continuous at x.

Exercise 1. Consider the spaces kPn from Example 2.1.4 again. Choose a scalar pro-
duct on kn+1 and define an n-dimensional vector bundle on them by

E = {(x, L) | L ∈ kPn, x ∈ L⊥}.

That is, the point x is in the hyperplane orthogonal to L. Shows that this defines a
vector bundle, which we will call O(−1)⊥.
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2. Vector bundles

Exercise 2. Let k = R, C, or H. Show that there is a homeomorphism between
kP 1, the one-dimensional projective space over k, and SdimR(k), i. e. S1, S2, and S4,
respectively.
Show that the Möbius bundle µ of Example 2.1.2 is isomorphic to the tautological line

bundle O(−1) on RP 1.

2.2. Bundles as sheaves
Definition. Let p : E → B be a vector bundle and U ⊆ B. Then we define the set of
sections of p to be

Γp(U) = mapU (U,EU ) = {s : U → E | p ◦ s = idU}.

Using the vector space structure over B of E, we can define an addition and scalar
multiplication on Γp(U),

(s+ s′)(u) = s(u) + s′(u), (λs)(u) = λ · s(u),

so that Γp(U) is actually a (usually infinite-dimensional) k-vector space. Loaning a term
from algebraic geometry, Γp is actually a sheaf of k-vector spaces.

Definition. Let B be a topological space. Let Open(B) be the category whose objects
are the open subsets U ⊆ B and which has precisely one morphism U → U ′ iff U ⊆ U ′.
Then a contravariant functor F from Open(B) to sets (or spaces, groups, k-vector spaces)
is called a presheaf (of spaces, sets, groups, or k-vector spaces). That is, F assigns to
each open U a set (space, group, vector space) F (U), often called the sections of F
over U , and for each inclusion U ⊆ U ′ there is a map (homomorphism, linear map)
F (U ′) → F (U), usually denoted by s 7→ s|U . This assignment of maps is required to
be transitive for double inclusions U ⊆ U ′ ⊆ U ′′ and F must map the identity inclusion
U = U to the identity.
A morphism of presheaves is a natural transformation of functors. In other words, a

morphism f : F → G consists of morphisms f(U) : F (U)→ G(U) for each U ∈ Open(B)
such that for any inclusion V ⊆ U in Open(B), f(U)(s)|V = f(V )(s|V ).
A presheaf F on B is called a sheaf if it satisfies the gluing condition: if U ⊆ B is

covered by open sets {Uα}α and we are given, for each α, a section sα ∈ F (Uα) in such
a way that on intersections Uαβ = Uα ∩ Uβ, we have that

sα|Uαβ
= sβ|Uαβ

,

then there exists a unique section s ∈ F (U) such that s|Uα = sα for all α. In words, if
we have separate sections over each element of the open cover, and they match up on
intersections, then we can glue them together to obtain a section on all of U .
A morphism of sheaves is just a morphism of the underlying presheaves; in other

words, sheaves are a full subcategory of presheaves.

It should come as no surprise that sections of a bundle actually form a sheaf:

8



2.2. Bundles as sheaves

Proposition 2.2.1. Let p : E → B be a k-vector bundle. Then Γp is a sheaf of k-vector
spaces on B.

Proof. We begin by showing that Γp is a presheaf. Given an inclusion U ⊆ U ′, we have
a canonical restriction map

Γp(U
′) = {s : U ′ → E | p ◦ s = id} −|U−−→ {s : U → E | p ◦ s = id} = Γp(U),

and the functoriality is obvious. Now let us check the gluing condition. Let Uα be an
open cover of U and sα ∈ Γp(Uα) such that sα|Uαβ

= sβ|Uαβ
. Then we define s ∈ Γp(U)

by
s(x) = sα(x) if x ∈ Uα

This is defined on all of U because {Uα} covers U , and it is well-defined by the matching
condition on intersections. Furthermore, s is the only element of Γp(U) which restricts
to sα on all Uα because if there was another s′ ∈ Γp(U), being a different function, it
would have to disagree with s on some point x which lies in some Uα, but we must have
s(x) = sα(x) = s′α(x) = s′(x).

Example 2.2.2. A particular case is the sheaf OB of sections of the trivial line bundle
k × B over B. In this case we have that OB(U) is just the set of continuous functions
from U to k, and this is in fact a sheaf of k-algebras, where the multiplication is given
pointwise. We will sometimes omit the index and just write O for this sheaf when the
base space is obvious.

If R is a sheaf of rings (or k-algebras) on a space X then an R-module sheaf M is a
sheaf of abelian groups (or k-vector spaces) with an action

R(U)×M(U)→M(U),

natural in U , that makes M(U) an R(U)-module for all U . A morphism of R-module
sheaves f : M → N is a morphism of sheaves such that for every U , f(U) : M(U) →
M(U) is an R(U)-module homomorphism.

Proposition 2.2.3. Let p : E → B be a k-vector bundle. Then Γp is a sheaf of OB-
modules. Moreover, Γp is locally free, i. e. if for every x ∈ B there exists a neighborhood
U ∋ x such that Γp|U ∼= OnU for some n ≥ 0.

Proof. The action

OB(U)× Γp(U) =map(U, k)×mapU (U,EU ) = mapU (U, k × EU )
mapU (U,·)−−−−−−→mapU (U,EU ) = Γp(U)

gives Γp the desired structure.
To show local freeness, let x ∈ B and choose a trivializing neighborhood U ∋ x with

ϕ : EU
∼−→ kn × U . Then for any V ⊆ U , we have Γp(V ) ∼= Γkn×U (V ) ∼= OU (V )n, hence

Γp is indeed locally free.
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2. Vector bundles

It is natural to ask whether the sheaf of sections associated to a vector bundle suffices
to completely describe the vector bundle, and moreover, whether any sheaf of vector
spaces can be realized as the sections of some vector bundle. The best way to formulate
this is by an equivalence of categories.

Theorem 2.2.4. The functor

Vect(B)
p 7→Γp−−−→ {finitely generated locally free O-module sheaves on B}

is an equivalence of categories.

In order to give an inverse construction, we need in particular to extract the fiber over
a single point b ∈ B from a sheaf F .

Definition. The stalk at b ∈ B of a sheaf on F is

Fb = colim
U∈Openb(B)

F (U),

where Openb(X) denotes the poset of open sets in X containing b.
If s ∈ F (U) is a section and b ∈ U then the natural map F (U) → Fb sends s to an

element sb ∈ Fb, which is called the germ of s at b.

Since Fb is defined using the restriction maps of the sheaf F , the stalk of a sheaf F
inherits whatever additional structure F has: the stalk of a sheaf of groups is a group,
the stalk of a sheaf of k-vector spaces is a k-vector space, etc. Furthermore, taking stalks
is functorial, i. e. a morphism of sheaves induces a morphism of stalks.

Example 2.2.5. Let B be a space and O the sheaf of continuous functions on B. Then
the stalk Ob consists of germs of continuous functions at b. Those are function f defined
in some neighborhood U of b modulo the equivalence relation generated by

(f, U) ∼ (g, V ) if f |U∩V = g|U∩V .

Note the Ob has an ideal (Ob)+ consisting of those germs of functions that vanish at b.
This is the kernel of the evaluation map

Ob
s7→s(b)−−−−→ k,

thus the quotient Ob/(Ob)+ is isomorphic with k.

Given any sheaf M of O-modules, the stalk Mb is a module over Ob. We define the
fiber of M at b to be the quotient

M b =Mb/(Ob)+Mb.

This is a k-vector space in a natural way, and it is finite-dimensional if M was finitely
generated.
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2.2. Bundles as sheaves

Lemma 2.2.6. Let p : E → B be a vector bundle and Γ = Γp the associated locally free
O-module sheaf. Then for every b ∈ B there is a natural isomorphism of k-vector spaces

Φ: Γb → Eb

Proof. For every U ∈ Openb(B), we have a surjective evaluation map

Γp(U) = mapU (U,EU )
s 7→s(b)−−−−→ Eb.

These maps are compatible with inclusions of open sets in Openb(B) and hence give rise
to an epimorphism of k-vector spaces

Φ: Γb = colim
U∈Openb(B)

mapU (U,EU )→ Eb.

whose kernel is (Ob)+Γb.

Proof of Thm. 2.2.4. To show that Γ is an equivalence of categories, it suffices to show
that it is fully faithful and essentially surjective. Let p : E → B and p′ : E′ → B be two
vector bundles on B and Γ, Γ′ their associated locally free O-module sheaves of sections.
For the functor Γ to be fully faithful in this setting means that the map

mapB(E,E′)
Γ−→ HomModO(Γ,Γ

′)

is bijective, where the right hand side denotes the set of morphisms of O-module sheaves.
For injectivity, assume that two maps f, g ∈ mapB(E,E′) induce the same map on

the right hand side. By applying the functor Φ from Lemma 2.2.6, they induce the same
maps between the fibers of Γ and Γ′, which are the fibers Eb → E′

b. Thus the maps agree
on every fiber, hence f = g.
For surjectivity, by Lemma 2.2.6 again, any map f : Γ → Γ′ of O-module sheaves

induces maps fb : Eb → E′
b on every fiber, which almost shows surjectivity, except that

we must show that the resulting map f =
∪
b∈B fb is continuous.

This can be checked locally, so let us assume that E = B × km and E′ = B × kn are
trivial vector bundles, and correspondingly, Γ = Om and Γ′ = On. Then

HomO(Γ,Γ
′) = HomO(Om,On) = Hom(km,On) = map(−,Homk(k

m, kn)).

Since the induced map on the fibers of Γ and Γ′ at b is just evaluation of an element of
map(−,Homk(k

m, kn)) at b, continuity is satisfied.
For essential surjectivity we must show that every finitely generated locally free O-

module sheaf M on B is isomorphic to Γp for some vector bundle p : E → B. Let
U = {Uα}α be an open cover of B such that M |Uα is trivial, i. e. such that there is an
isomorphism

ϕα : M |Uα → Onα
Uα
.

In particular, for every u ∈ Uα, we have a natural homomorphism

ϕα,u : M(Uα)→Mu → map({b}, knα) = knα .

11



2. Vector bundles

Let
Ẽ =

⨿
α

knα × Uα
p̃ : (xα,yα) 7→yα−−−−−−−−−→ B.

We will construct the total space E of the desired vector bundle by gluing the disjoint
summands of Ẽ together over all intersections Uαβ. Concretely, we define a relation ∼
on Ẽ by

(xα, uα) ∼ (xβ, uβ) iff
{

uα = uβ ∈ Uαβ and
∃s ∈M(Uαβ) : ϕα,uα(s) = ϕβ,uβ (s).

Then E = Ẽ/ ∼. Since only points in different components of the disjoint union are
identified, we still have local triviality E|Uα

∼= knα × Uα.
We now define a map of sheaves

Φ: M → Γp

by using the gluing condition. For Uα, we define

Φα : M |Uα

ϕα−→ Onα
Uα

= Γp̃|Uα → Γp|Uα .

using the local trivializations ϕα. To see that these maps glue, we need to verify that

Φα|Uαβ
= Φβ|Uαβ

.

Thus, let s ∈ M(Uαβ) be a section and u ∈ Uαβ. Then Φα(s)(u) = (ϕα,u(s), u) ∼
(ϕβ,u(s), u) = Φβ(s)(u).

Remark 2.2.7. The inverse construction of a vector bundle from a sheaf given above
depends heavily on the local trivialization and is therefore not functorial. But this is
not needed to show that the functor Γ is essentially surjective.

2.3. Bundles as cocycles
Let p : E → B be an n-dimensional k-vector bundle and choose an open cover Uα of B
such that each Uα is a trivializing neighborhood, i. e. we so that can choose isomorphisms

ϕα ∈ mapUα
(EUα , k

n × Uα).

Now let Uαβ = Uα ∩Uβ. Then we can compose two such trivializations and obtain an
isomorphism

g̃ : kn × Uαβ
(ϕα|Uαβ

)−1

−−−−−−−→ EUαβ

ϕβ |Uαβ−−−−→ kn × Uαβ .
Then since g̃ is a map over B, we can write

g̃(x, u) = (g(u)(x), u) (2.3.1)

for some function g : Uαβ → map(kn, kn). Furthermore, since g̃ is a linear isomorphism
on fibers, we actually have that g : Uαβ → GLn(k). Conversely, for any open subset U
of B and any map g : U → GLn(k), we denote by g̃ ∈ mapU (kn × U, kn × U) the map
(2.3.1).

12



2.3. Bundles as cocycles

Lemma 2.3.2. Let p : E → B be a k-vector bundle with a trivializing open cover {Uα}α
and change-of-coordinates maps gαβ : Uαβ → GLn(k) for each pair (α, β). Then we have:

(COC1) gαα = idUα;

(COC2) gαβ = g−1
βα ;

(COC3) gαβgβγgγα = idUαβγ
.

Proof. Condition (COC2) is actually redundant and follows from (COC1) and (COC3)
since

idUαβ
=

(COC3)
gαβgβαgαα =

(COC1)
gαβgβα .

For (COC1), gαα = ϕ−1
α ϕα = idUα . Finally for (COC3),

gαβgβγgγα = (ϕ−1
α ϕβ)(ϕ

−1
β ϕγ)(ϕ

−1
γ ϕα) = idUαβγ

.

Definition. Let G be a topological group and U = {Uα}α∈I an open cover of some space
B. Then a cocycle g for U with values in G is a family of continuous maps

gαβ : Uαβ → G (α, β ∈ I)

such that (COC1)–(COC3) hold. We denote the set of cocycles for U with values in
G by Z1

U (X;G).

A particular kind of cocycle is always easy to construct: given a collection of maps
cα : Uα → G, we can define gαβ(x) = cβ(x)cα(x)

−1; this obviously satisfies the cocycle
conditions. A cocycle of this form is called a coboundary. More generally:

Definition. Two cocycles g, g′ are cohomologous if there is collection of maps cα : Uα →
G such that g′αβ = cβgαβc

−1
α . We denote the set of cocycles modulo this equivalence

relation by H1
U (X;G).

2.3.1. Fiber bundles and principal G-bundles
If vector bundles give rise to cocycles with values in GLn(k), it is natural to ask if there
is some geometric origin of cocycles with values in other topological groups G.

Definition. Let G be a topological group. A free and transitive G-space over B is a
space E over B with a G-action G → mapB(E,E) which is free and transitive on each
fiber. A map of free and transitive G-spaces over B is a map f ∈ mapB(E,F ) which is
G-equivariant, i. e., for each ϕ ∈ mapB(E,E), f ◦ (g.ϕ) = g.(f ◦ ϕ) ∈ mapB(E,F ).
A principal G-bundle over B is a free and transitive G-space which is locally trivial,

i. e. such that every point x ∈ B has a neighborhood U ∋ x such that there exists a
G-equivariant isomorphism

p−1U → G× U

Denote the full subcategory of principal G-bundles over B by PrincG(B).
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2. Vector bundles

Lemma 2.3.3. The category PrincG(B) is a groupoid, i. e., every morphism is an
isomorphism.

Proof. As in the proof of Theorem 2.1.6, it suffices to check the isomorphism condition
locally, i. e., we may assume source and target of the morphism f : E → F in PrincG(B)
are B × G. Any G-equivariant endomorphism of G × B is given by (x, b) 7→ (g(b)x, b),
where g : B → G is some continuous map. But then the inverse of f is given by (x, b) 7→
(g(b)−1x, b).

If ϕ : G→ GLn(k) is some homomorphism then any principal G-bundle E → B gives
rise to a vector bundle E ×G kn, where G acts on kn through GLn(k). In fact, this is
an equivalence of categories between principal GLn(k)-bundles and n-dimensional vector
bundles with isomorphisms. For a category C, let C∼= denote the subgroupoid with the
same objects but only isomorphisms as morphisms.

Proposition 2.3.4. The functor Φ: PrincGLn(k)(B) → (Vectnk(B))
∼= is an equivalence

of groupoids.

Proof. Let p : E → B be a vector bundle and define a space Ψ(E) over B by

Ψ(E) = {(v1, · · · , vn) ∈ E ×B · · · ×B E | vi linearly independent over B}.

Clearly, GLn(k) acts freely and fiberwise transitively on Ψ(E), and over a trivializing
neighborhood U we have a local trivialization Ψ(E)U = Ψ(EU ) ∼= GLn(k) × U . More-
over, Ψ becomes a functor on the subcategory of vector bundle isomorphisms; a non-
isomorphism does not preserve the linear independence condition. It is straightforward
to see that Ψ ◦ Φ and Φ ◦Ψ are naturally isomorphic to the identity functors.

Similarly to vector bundles, a principal G-bundle p : E → B with trivializing open
cover {Uα}α and trivializations ϕα : p−1Uα → G× Uα gives rise to change-of-coordinate
maps gαβ : Uαβ → G for any α, βinI defined by

ϕβ|Uαβ

(
(ϕα|Uαβ)

−1(γ, x)
)
= (gαβ(x)γ, x) ∈ G× Uαβ .

The following is a straightforward generalization of Lemma 2.3.2 whose proof we leave
to the diligent reader:

Lemma 2.3.5. Let G be a topological group and p : E → B a principal G-bundle with
a trivializing open cover {Uα}α and change-of-coordinate maps gαβ : Uαβ → G. Then
(gαβ) is a cocycle for U with values in G.

In the case where G = GLn(k), this cocycle is equal to the cocycle of the associated
vector bundle Φ(E).

The assignment of a cocycle g to a vector bundle or principal G-bundle p is not well-
defined as it depends both on a choice of trivializing neighborhoods and a choice of
trivializations over the latter. The following proposition clarifies, among other things,
what happens when we choose different trivializations.

14



2.3. Bundles as cocycles

Proposition 2.3.6. Let p : E → B and p′ : E′ → B be two principal G-bundles for some
topological group G. Let {Uα}α be a cover of B that trivializes both p and p′, and let g
and g′ be cocycles associated to p and p′, respectively. Then p ∼= p′ iff and only g and g′
are cohomologous.

Note that one can always find a cover that trivializes both p and p′, for instance, by
taking all intersections of trivializing neighborhoods of p with trivializing neighborhoods
of p′.

Proof. We will show that “if” part first, so let us assume that

g′αβ = cβgαβc
−1
α ∈ map(Uαβ , G)

for some collection cα : Uα → G. For α ∈ I, define a map

fα : EUα

ϕα−→ G× Uα
c̃α−→ G× Uα

(ϕ′α)
−1

−−−−→ E′
Uα
.

As a composition of three G-equivariant maps over Uα, it is an isomorphism of principal
G-bundles over Uα. Furthermore, if Uαβ ̸= ∅, we have that

fβ ◦ f−1
α =(ϕ′β)

−1 ◦ c̃β ◦ ϕβ ◦ (ϕα)−1 ◦ c̃−1
α ◦ ϕ′α

=(ϕ′β)
−1 ◦ c̃β g̃αβ c̃−1

α ) ◦ ϕ′α
=(ϕ′β)

−1 ◦ g̃αβ ◦ ϕ′α = id,

where all maps are understood as their restriction to Uαβ. Thus fα|Uαβ
= fβ|Uαβ

and
thus we can glue these functions together to a globally defined isomorphism of principal
G-bundles

f : E → E′, f(x) = fα(x) if x ∈ Uα.

Now assume that f : E → E′ is an isomorphism of principal G-bundles. Define
cα : Uα → G by

c̃α = ϕ′α ◦ f ◦ ϕ−1
α .

Then

c̃β g̃αβ c̃
−1
α = ϕ′β ◦ f ◦ ϕ−1

β ◦ ϕβ ◦ ϕ
−1
α ◦ ϕα ◦ f−1 ◦ (ϕ′α)−1 = ϕ′β(ϕ

′
α)

−1 = g̃′αβ ,

hence g and g′ are cohomologous.

Thus for a chosen trivializing cover, the cocycle of a vector bundle or principal G-
bundle is unique up to cohomology. The following result gives the existence part of the
characterization:

Proposition 2.3.7. Let U = {Uα}α be an open cover on a space B and (gαβ) ∈
Z1
U (B;G). Then there is a principal G-bundle p : E → B and trivializations ϕα ∈

mapUα
(EUα , G× Uα) whose associated cocycle is g.
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2. Vector bundles

Proof. Let
Ẽ =

⨿
α

G× Uα
p : (xα,yα)7→yα−−−−−−−−−→ B.

We will construct the total space E of the desired G-bundle by gluing the disjoint
summands of Ẽ together over all intersections Uαβ. Concretely, we define a relation ∼
on Ẽ by

(xα, uα) ∼ (xβ, uβ) iff uα = uβ ∈ Uαβ and gαβxα = xβ.

The cocycle conditions (COC1) – (COC3) are equivalent, in this order, to the reflexivity,
symmetry, and transitivity of the relation ∼, thus ∼ is an equivalence relation, and we
define E = Ẽ/ ∼. Since identifications under ∼ only occur within a fiber, p factors
through a projection map p : E → B.
We now define a G-action G→ mapB(E,E) by

γ.[xα, b] = [xαγ
−1, b].

To see this is well-defined, observe that

γ.[gαβxα, b] = [gαβxαγ
−1, b].

Furthermore, the G-action is clearly free and transitive on every fiber. Thus E is a
principal G-bundle over B. Since gαβ is bijective, ∼ identifies distinct points in G× Uα
with distinct points in G × Uβ, hence the map G × Uα ↪→ Ẽ → E is injective with
image EUα . We define the local trivialization ϕα to be the inverse of this map. Then
clearly, gαβ is the change-of-coordinates map associated with ϕα and ϕβ, and the proof
is complete.

We can thus define a vector bundle up to isomorphism by specifying a cocycle for some
cover. However, maps of vector bundles cannot be described in this way, thus we cannot
make a category out of the cocycle description for vector bundles.

Example 2.3.8 (Real bundles on S1). The circle S1 has an open cover Uϵ = {U+, U−},
where U+ = {eit | −π/2 − ϵ < t < π/2 + ϵ} and U− = {eit | π/2 − ϵ < t < 3π/2 + ϵ}.
The intersection U+,− consists of two small circle segments centered at i and −i.
A real-valued cocycle with respect to this cover is given by a single g : U+,− → GLn(R).

We want to be able to extend g to the boundary of U+,−, which might of course not be
possibly if det(g(u)) → 0 as u → ∂U+,−. But we may restrict g to the smaller cover
U 1

2
ϵ = {V+, V−} without changing the vector bundle. Denote by V±i the component of

V+ ∩ V− which contains ±i.
Two cocycles g, g′ are cohomologous if there are maps c± : V± → GLn(R) such that

g′(x) = c+(x)g(x)c−(x)
−1 for x ∈ U+,−.

The Lie group GLn(R) consists of two connected components, corresponding to the
sign of the determinant. We may, without loss of generality, assume that det g(x) > 0
for all x ∈ Vi; if not, we change g cohomologously by choosing constant maps c+ and c−
of determinant 1 and −1, respectively.

16



2.3. Bundles as cocycles

Now choose c+ : V+ → GLn(R) such that c+|Vi = g|−1
Vi

and c+|V−i = id. This is
possible by the connectedness of the space of matrices of positive determinant. Similarily,
choose c− : V− → GLn(R) such that c−|V−i = g|V−i and c−|Vi either constant with value

the identity matrix, or constant with value I− =


−1

1
. . .

1

, depending on the

determinant of g|V−i . Then g′ = c+gc
−1
− has the following properties:

• g′ is cohomologous to g;

• g′(x) = id for x ∈ V−i;

• g′(x) = id or g′(x) = I− for x ∈ Vi.
The n-dimensional vector bundle associated with g is either the n-dimensional trivial
bundle or the Möbius bundle plus an (n−1)-dimensional trivial bundle. (What it means
to add vector bundles will be explained in more detail in Section 2.4.2.)
This does not quite lead to a classification of all real vector bundles over S1 since we

only consider bundles which are trivial on half-circles.
Exercise 3. Classify all vector bundles on S1 for arbitrary coverings by trivializing
neighborhoods. Tip: use compactness of S1 to reduce to the case where the cover
consists of finitely many overlapping circle intervals.

2.3.2. Cocycles as functors
It is useful both conceptually and for what comes later to phrase the definition of a
cocycle in the context of topological categories. A topological category, or more precisely,
a small category object in topological spaces, is an ordinary category where the objects
form a set (rather than a proper class) and where both objects and morphism sets carry
a topology such that all the structure maps are continuous. We make this more precise
in the following definition.
Definition. Let C be a category, such as the category of topological spaces, that has
fiber products. A category object C in C is a pair of objects (ob C,mor C) of C together
with morphisms

• a unit u : ob C → mor C;

• source and target maps s, t : morC → ob C;

• a composition map µ : mor C×ob Cmor C → mor C, where the fiber product denotes
the pullback of the diagram

mor C

mor C ob C.
t

s
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2. Vector bundles

These morphisms have to satisfy the following axioms:

(Associativity) µ(µ(f, g), h) = µ(f, µ(g, h)) for (f, g, h) ∈ mor C ×ob C mor C ×ob C mor C;

(Identities) s ◦ u = t ◦ u = idob C .

(Unitality) µ(f, u ◦ s) = f = µ(u ◦ t, f) for all f ∈ mor C;

A functor F between category objects C and D in C consists of two morphisms in C,

F0 : ob C → obD and F1 : mor C → morD,

that are compatible with the unit, source, target, and composition maps. (The reader
may spend a minute to think about this compatibility in the case of contravariant func-
tors.)
A natural transformation h : C → D is a functor

h : C × [1]→ D,

where [1] denotes the category with two objects 0, 1 and exactly one morphism 0 → 1
besides the identity morphisms. We say that the natural transformation goes from the
functor h0 : C ∼= C × {0} → D to the functor h1 : C ∼= C × {1} → D.
We call a category object in topological spaces just a topological category.

Note that a category object in sets is just an ordinary category whose objects form a
set. (This is called a small category.)
A special case of a topological category is a category C when ob C is just a discrete

set (but the morphism sets do carry a nontrivial topology). Some authors call this a
topological category, rather than our more general definition. An unambiguous name
for this kind of category is a category enriched in topological spaces.

Example 2.3.9. If G is a Lie group, such as GLn(k) for k = R or C, then we can
consider G as a topological category with one object ∗ and mor = Hom(∗, ∗) = G. We
will not distinguish in notation between the group G and the one-object category thus
defined.

This is the one-object case of the following more general construction:

Example 2.3.10. If {Gn}n≥0 is a sequence of Lie groups, we can define a topological
category G with objects N and morG =

⨿
n≥0Gn, where Gn = HomG(n, n). This is an

example of a topological groupoid, i. e. a category where every morphism is invertible.

Example 2.3.11. Let U = {Uα}α∈I be an open cover of a space X, and let U =⨿
α∈I Uα. Define the map p : U → X to be the standard inclusion on every summand,

so that in total, p is an open surjective map. The pair (U,U×XU) becomes a topological
category if we define

• u : U→ U×X U by u(x) = (x, x);

18



2.3. Bundles as cocycles

• s(x, y) = x and t(x, y) = y;

• µ : (U×X U)×U (U×X U) = U×X U×X U→ U×X U by (x, y, z) 7→ (x, z).

This is in fact a groupoid as well. We denote it by U.

Proposition 2.3.12. Let U be an open cover of X with associated groupoid U, and G
a Lie group, considered as a topological groupoid with one object. Assume that every set
in the open cover U is connected. Then the natural map

Fun(U,G)→ Z1
U (X,G), F 7→ g where gαβ = F1|Uαβ

is a bijection.
Furthermore, two cocycles are cohomologous if and only if their associated functors

are naturally isomorphic.

Proof. We verify the cocycle axioms. The functor F has to map identity morphisms
to identity morphisms. The identity morphism on x ∈ obU, say x ∈ Uα, is x ∈
Uαα ⊂ U ×X U. Thus we must have that its image gαα = id in G as well, proving
(COC1). For (COC2), note that the inverse of x ∈ Uαβ ⊆ U ×X U is x ∈ Uβα. The
functor must preserve inverses, hence gαβ = g−1

βα . Finally, a functor must also satisfy
F1(µ(f, g)) = µ(F1(f), F1(g)). In our case, this is

gαγ = gαβgβγ

Using (COC2), this gives (COC3).
Conversely, any cocycle defines a functor as described above.
Now let h : U→ G be a natural transformation from a functor F to a functor F ′, and

that g and g′ are the cocycles associated to F and F ′, respectively. Define cα : Uα → G
by cα = h|Uα . We want to show that

g′αβ = cβgαβc
−1
α ∈ G for all α, β ∈ I such that Uαβ ̸= ∅.

This can be reformulated as g′αβcα = cβgαβ. This follows from the functoriality of h
because the above identity is the image under h of the true identity

(x ∈ Uαβ, 1→ 1) ◦ (x ∈ Uαα, 0→ 1) = (x ∈ Uββ , 0→ 1) ◦ (x ∈ Uαβ , 0→ 0) in U× [1].

Conversely, if g and g′ are cohomologous by cα : Uα → G then on morphisms of the
form (x ∈ Uαα, 0→ 1), h =

⨿
α cα : U→ G.

Encouraged by this proposition, we will extend the definition of cocyles with values in
a topological groupoid G and write Z1

U (X;G) for the set of functors Fun(U,G) and call
two such cocycles cohomologous if the associated functors are naturally isomorphic. We
also write H1

U (X;G) for the set of cocycles modulo cohomology.
The following corollary is a straightforward consequence of Propositions 2.3.6, 2.3.7,

and 2.3.12:
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2. Vector bundles

Corollary 2.3.13. There is a bijection

{k-vector bundles on B with trivializing cover U}/iso↔ H1
U (B;

⨿
n≥0

GLn(k)).

We will pursue the cocycle characterization of vector bundles further in Chapter 4 and
also clarifying the terms “cocycle”, “coboundary”, and “cohomologous.”

2.4. Operations on bundles
In this section we study the structure of the set of k-vector bundles on a space X and
how to build new vector bundles from existing ones, mimicking standard constructions
in linear algebra.

2.4.1. Pullbacks and pushforwards
Given a vector bundle p : E → B and a map f : B′ → B, the fiber product

f∗E = E ×B B′ = {(e, b) ∈ E ×B′ | f(b) = p(e)} (e,b)7→b−−−−−→ B′

becomes a vector bundle f∗p over B′, called the pullback of p along f . That it is locally
trivial is clear since f−1(U) is a trivializing neighborhood for f∗p if U is a trivializing
neighborhood for p. This construction is functorial in the sense that g∗f∗(p) ∼= (f ◦g)∗(p)
for maps B′′ g−→ B′ f−→ B.
In terms of OB-module sheaves, there are pushforward and pullback functors defined

as follows. First, given any sheaf F on B′, we can define a sheaf f∗F on B by

(f∗F )(U) = F (f−1U) (U ⊂ B open);

this maps sheaves of algebras to sheaves of algebras, and in particular, it makes f∗OB′

a sheaf of rings on B. Moreover, there is a natural map of sheaves of rings

OB → f∗OB′ ; OB(U) = map(U,R)
ϕ 7→ϕ◦f−−−−→ map(f−1U,R) = (f∗OB′)(U). (2.4.1)

Given a OB′-module sheaf F , the pushforward f∗F is naturally an f∗OB′-module sheaf
and hence, by (2.4.1), a OB-module sheaf.
However, for vector bundles F , f∗F is not usually a vector bundle, i. e., the local

freeness condition is violated. For instance the pushforward of the constant sheaf R
along the inclusion {0} ↪→ R is the so-called skyscraper sheaf S with S(U) = R if
0 ∈ U and S(U) = 0 otherwise. In terms of vector spaces over R, this is precisely
Example 2.1.5.
For the pushforward along f to preserve all vector bundles, it is necessary and suf-

ficient that the map (2.4.1) makes f∗OB′ into a vector bundle, i. e., map(f−1U,R) ∼=
map(U,R)n for some n and sufficiently small open sets U . But that means that f−1U ∼=
U × {1, . . . , n}, and thus that B′ is a finite covering space of B. We have thus proved:
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Theorem 2.4.2. If f : B′ → B is a finite covering space map of degree n then f∗ maps
vector bundles of dimension k on B′ to vector bundles of dimension kn on B.

The sheaf-theoretic formulation of the pullback of a vector bundle is arguably most
easily defined as the sheaf of sections of the pullback bundle associated to the sheaf, i. e.,
using the equivalence between locally free OB-module sheaves and vector bundles.

Example 2.4.3. Let f : S1 → S1 be the map of degree 2 and µ : E → S1 the Möbius
bundle. I claim that f∗µ is the trivial line bundle on S1. Let us think of the Möbius
bundle as defined by E = R× [0, 1]∼, where (x, 0) ∼ (−x, 1). Then

f∗E ∼= (R×
[
0,

1

2

]
⊔R×

[
1

2
, 1

]
)/∼,

where (x, 12)1 ∼ (−x, 12)2 and (x, 0)1 ∼ (−x, 1)2. Here the subscripts denote whether the
subscripted pair lies in the first or in the second disjoint summand. This is a cylinder
with two half-twists, thus trivial. In fact, the map

R× [0, 1]/{0, 1} → f∗E, (x, t) 7→

{
(x, t)1; t ≤ 1

2

(−x, t)2; t ≥ 1
2

is an isomorphism over B.

2.4.2. Whitney sums
The generalization of the direct sum V ⊕W of k-vector spaces is the Whitney sum of
vector bundles.

Definition. Given two vector spaces over B, p : E → B, and p′ : E′ → B, we define the
(Whitney) sum E ⊕ E′ → B to be the vector space over B given by

E ×B E′ (e,e′) 7→p(e)=p′(e′)−−−−−−−−−−−→ B.

Lemma 2.4.4. The Whitney sum of vector bundles E, E′ is a vector bundle, and if
dimE = m and dimE′ = n then dim(E ⊕ E′) = m+ n.

Proof. We only need to check the local triviality condition. Let U ⊂ X be a trivializing
neighborhood for both p and p′. Then

(E ×B E′)U = EU ×U E′
U

∼=−→ (U × km)×U (U × kn) ∼= U × km+n.

Example 2.4.5. We will show that for the Möbius bundle µ on S1 of Example 2.1.2, the
Whitney sum 2µ = µ⊕ µ is a trivial bundle. For that, we define a global trivialization

R2 × S1 → µ⊕ µ, (x, y, t) 7→ (x cosπt+ y sinπt,−x sinπt+ y cosπt),

where, as before, S1 is considered as the quotient [0, 1]/{0, 1}.
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2. Vector bundles

An alternative definition of the Whitney sum in terms of locally free OB-module
sheaves is implicit in the following Lemma:

Lemma 2.4.6. For two vector bundles E, E′ over B, we have an isomorphism of sheaves
ΓE⊕E′ ∼= ΓE ⊕ ΓE′.

Proof.

ΓE⊕E′(U) = mapU (U,EU ×U E′
U )
∼= mapU (U,EU )×mapU (U,E′

U )
∼= ΓE(U)× ΓE′(U).

Exercise 4. Let f : S1 → S1 be the map z 7→ z2 of degree 2, and µ the Möbius bundle
on S1. Then f∗µ is isomorphic to the Whitney sum R ⊕ µ of a trivial line bundle and
the Möbius bundle over S1.

2.4.3. Kernels and Cokernels*

Let f : E → E′ be a morphism of vector bundles E p−→ B, E′ p′−→ B. Then we can naively
define:

ker f = {x ∈ E | f(x) = s′(p(x))} and coker f = E′/ ∼,

where x ∼ y iff p′(x) = p′(y) and x − y ∈ im f . Since x and y are in the same fiber by
the first condition, the expression x − y in the second expression is well-defined. Since
both are fiberwise kernels and cokernels of linear maps, it is clear that ker f and coker f
are vector spaces over B.

Warning 2.4.7. These constructions of ker f and coker f are in general not locally
trivial, so it is not a vector bundle. For instance, let E = E′ = R×R be trivial bundles
over R, and define

f : E → E′; f(x, b) = (bx, b).

Then both ker f and coker f are isomorphic to the vector space over B of Example 2.1.5,
which is not locally trivial because it is one-dimensional over b = 0 and zero-dimensional
everywhere else.

Exercise 5. The spaces ker f and coker f are vector bundles over B if f has locally
constant rank.

2.4.4. Hom bundles
Let M and N be vector bundles over B from the sheaf point of view. Define a new sheaf
Hom(M,N) by

Hom(M,N)(U) = HomModOU
(M |U , N |U ).

This is a presheaf by restriction, and the gluing condition is clearly satisfied sinceM and
N are sheaves. Moreover, HomModOU

(M |U , N |U ) is an O(U)-module by the restriction
map O(U) → OU from the constant presheaf to OU . It remains to show local freeness.
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2.4. Operations on bundles

For this we may assume that M = OnB and N = OmB since M and N are locally free.
But then

HomModOU
(M |U , N |U ) = HomModOU

(OmU ,OnU ) = Homk(k
m,OnU ),

which is free over OU of dimension mn.
Note that a global section of Hom(M,N) is precisely a morphism of vector bundles

M → N . Thus the Hom bundle is an internal homomorphism object in Vect(B).
A particular case is the bundle

M∗ = Hom(M,OB),

called the dual vector bundle, whose fibers are the dual vector spaces of the fibers of M .

2.4.5. Tensor bundles
The previous constructions give a pattern to how one should define the tensor product
M ⊗N of two vector bundles. But instead of treating each such construction separately,
we will now develop a general method of lifting functors from vector spaces to vector
bundles.

Definition. An (p, q)-ary continuous functor of k-vector spaces is a functor F : (Vectk)p×
(Vectop

k )q → Vectk from (p + q)-tuples of finite-dimensional k-vector spaces to finite-
dimensional k-vector spaces which is continuous in the sense that for V1, . . . , Vp+q,W1, . . . ,Wp+q ∈
Vectk,

Homk(V1,W1)× · · · ×Homk(Vp,Wp)×Homk(Wp+1, Vp+1)× · · · ×Homk(Wp+q, Vp+q)

F−→ Homk(F (V1, . . . , Vp+q), F (W1, . . . ,Wp+q))

is continuous, where the sets Homk(V,W ) carry the usual finite-dimensional vector space
topology inherited from k.

Proposition 2.4.8. Given any (p, q)-ary continuous functor F of k-vector spaces, there
is an induced functor

F : Vectk(B)p × (Vectk(B)op)q → Vectk(B)

which restricts to F on each fiber.

Proof. Let E1, . . . , Ep+q be vector bundles on B. Define

F (E1, . . . , Ep+q) =
⨿
b∈B

F ((E1)b, (E2)b, . . . , (Ep+q)b).

Of course, we don’t want the disjoint union topology on this space over B, but the
construction is functorial and restricts to F on each fiber.
For the correct topology around b ∈ B, choose a trivializing neighborhood U containing

b for all Ei at once. (Since there are finitely many, this exists.) Let ϕi : Ei → kni × U

23



2. Vector bundles

be trivializations for Ei. Let ϕb,i : kni → (Ei)b be the restriction of ϕi to the fiber over
b. Now define a bijection

Φ: F (kn1 , . . . , knp+q)× U → F (E1, . . . , Ep+q)|U

by
Φ(y, b) = T (ϕ−1

b,1 , . . . , ϕ
−1
b,p , ϕb,p+1, . . . , ϕb,p+q)(y).

We define a subset V of F (E1, . . . , Ep+q)|U to be open iff Φ−1(V ) is open.
To see that this does not lead to conflicting definitions of open sets on intersections

U ∩ U ′, note that the map

F (kn1 , . . . , knp+q)× (U ∩ U ′)
Φ−→ F (E1, . . . , Ep+q)|U∩U ′

Φ′
−→ F (kn1 , . . . , knp+q)

is continuous because it is F applied to a product of (continuous) change-of-coordinate
maps.

We are now in a position to define the tensor product E ⊗ E′ of two vector bundles
by applying Proposition 2.4.8 to the (2, 0)-ary functor −⊗k −.

Lemma 2.4.9. For any line bundle E, E ⊗ E∗ ∼= k ×B, the trivial bundle.

Proof. The evaluation map ev : V ⊗ V ∗ (v⊗ϕ)7→ϕ(v)−−−−−−−−→ k on vector spaces induces a map
E ⊗ E∗ → k ×B of vector bundles. If V is one-dimensional then ev is an isomorphism,
thus so is the induced map on line bundles.

It follows that the set of isomorphism classes of line bundles on a space B form a group
with unit k ×B, called the Picard group Pic(B) of line bundles on B.

Example 2.4.10. By Example 2.3.8 and Exercise 3, Pic(S1) ∼= Z/2Z, generated by the
Möbius bundle.

2.4.6. Tensor, symmetric, and exterior powers
The functor Tn : Vectk → Vectk given by V 7→ V ⊗n = V ⊗k V ⊗k · · ·⊗k V is continuous
and (1, 0)-ary. A homomorphism f : V → W induces a homomorphism f⊗n : V ⊗n →
W⊗n. It is not an additive functor if n ̸= 1 because, for instance, T (f + g) = f ⊗
f + f ⊗ g + g ⊗ f + g ⊗ g ̸= T (f) + T (g), but this is not required in order to apply
Proposition 2.4.8. We thus get an induced functor

Tn : Vectk(B)→ Vectk(B),

called the nth tensor power functor. This functor has an important subfunctor and an
equally important quotient functor.
The symmetric group Σn on n letters acts linearly on the functor Symn : Vectk →

Vectk by permuting the tensor factors: if σ ∈ Σn and v = v1 ⊗ · · · ⊗ vn ∈ V ⊗n then
σ.v = vσ(1)⊗· · ·⊗vσ(n). Since every element in V ⊗n is a linear combination of elementary
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2.4. Operations on bundles

tensors like v, this defines an action on all of V ⊗n, which is also natural with respect to
maps V →W .
We define a subfunctor of Tn by

Symn(V ) = {v ∈ Tn(V ) | σ.v = v for allσ ∈ Σn},

called the nth symmetric power of V , and a quotient functor∧n
(V ) = Tn(V )/(v − σ.v | σ ∈ Σn),

called the nth exterior power of V . Of course it suffices to restrict to permutations σ
which are transpositions since those generate all of Σn. The latter definition is actually
only correct if char(k) ̸= 2, which need not concern us at the moment since we are
mostly concerned with k = R and k = C. The following exercise contains the “correct”
definition.

Exercise 6. Define I = ⟨v1 ⊗ · · · ⊗ vn ∈ Tn(V ) | vi = vj for some i ̸= j⟩. Show that I
is a sub-vector space of Tn(V ) and that

Tn(V )/I ∼=
∧n

(V )

as long as char(k) ̸= 2.

The equivalence class of an elementary tensor v1 ⊗ · · · ⊗ vn in
∧n V is denoted by

v1 ∧ · · · ∧ vn.
Both functors Symn and

∧n are continuous and (1, 0)-ary, so they induce correspond-
ing constructions on Vectk(B).

2.4.7. The determinant line bundle
If V is a vector space of dimension n. Choose a basis v1, · · · , vn of V . Then

∧k(V )
has dimension

(
n
k

)
: for any k-element subset {i1 < · · · < ik} of {1, . . . , n}, the element

vi1 ∧ · · · ∧ vik is a basis vector for
∧k(V ). In particular,

∧n(V ) is one-dimensional. An
isomorphism with k is given by

d :
∧n

(V )
v1∧···∧vn 7→det(v1,··· ,vn)−−−−−−−−−−−−−−−→ k,

where the determinant is to be understood as the determinant of the square matrix with
columns vi.
Now if V ∈ Vectnk(B) is an n-dimensional vector bundle,

∧n(V ) is a line bundle, called
the determinant line bundle of V and denoted by det(V ).
The map d of course depends on the choice of basis. If k = R then in fact, its sign

only depends on the orientation of the basis. We can therefore define an orientation of
a real vector space V as a choice of isomorphism R →

∧n V up to scaling by positive
numbers.
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2. Vector bundles

Definition. An n-dimensional real vector bundle V ∈ VectnR(B) is orientable if det(V )
is the trivial line bundle. An orientation of V ∈ VectnR(B) is an isomorphism of det(V )
with B ×R up to scaling with positive functions.

Thus a line bundle is orientable if and only if it is trivial; in particular, the Möbius
bundle of Example 2.1.2 and the tautological bundles O(−1) on RPn of Example 2.1.4
are not orientable.

2.5. Tangent and normal bundles
Many important vector bundles have their natural home on manifolds rather than arbi-
trary topological spaces. The most important one is probably the tangent bundle of a
smooth manifold. We briefly recall the definition of a manifold, but the reader should
consult other sources for a more in-depth treatment.

Definition. A topological space M is called a (topological, real) manifold if it is Haus-
dorff, its topology has a countable basis (it is “second-countable”), and every point has
a neighborhood homeomorphic to Rn for some n.

We now return to the point of view of Section 2.2, where we thought of a vector bundle
on a space B as a locally finite-dimensional free sheaf of OB-modules.

2.5.1. Smooth manifolds
Definition. A ring R is called local if it possesses a unique maximal ideal, which we will
denote by R+ in these notes. A morphism of local rings is a ring morphism f : R → S
such that f(R+) ⊆ S+.

Example 2.5.1. Fields are local rings, as their unique maximal ideal is (0). The ring
of integers is not local since (p) is a maximal ideal for every prime p, but the ring Z(p)

of integers localized at p is local with maximal ideal (p).
The ring C0

0 of germs of continuous functions Rn → R at 0 is local with maximal ideal
the ideal of germs which vanish at 0. This is true because the quotient ring C0

0/(C
0
0 )+

is isomorphic with R. Similarily, the rings Cn0 of germs at 0 of n-fold continuously
differentiable functions, C∞

0 of smooth (arbitrarily often differentiable) functions, Cω0 of
analytic functions, and C

Definition. A sheaf F of rings on a space X is called a local sheaf of rings if all stalks
Fx, for x ∈ X, are local rings, i. e. rings possessing a unique maximal ideal, which we
denote by (Fx)+. A space with a local sheaf of rings on it is called a locally ringed space.
A morphism of locally ringed spaces (X,OX)→ (Y,OY ) consists of a map f : X → Y

together with a morphism of local sheaves of rings on Y , f̃ : OY → f∗OX .

Note that a local sheaf of rings is not the same as a sheaf of local rings, i. e. a sheaf
F of rings such that F (U) is local for all U ∈ Open(X). This would preclude C0 from
being an example.
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2.5. Tangent and normal bundles

In sheaf-theoretic terms, one could say that a manifold is a (second countable Haus-
dorff) space M together with a local sheaf of R-algebras C0 such that the locally ringed
space (M,C0) is locally isomorphic to (Rn, C0) for some n. That sounds like unwarranted
complexity since the original definition just requiredM to be locally homeomorphic with
Rn, without the need to refer to sheaves. Indeed, in this case the additional data of
local isomorphisms

f̃ : C0
Rn → f∗C

0
U

just specifies an isomorphism of the sheaf C0
U with the sheaf of continuous functions on

U . However, this suggests a viable definition of a smooth (or Ck-) manifold. Although
the definition would make perfect sense, we will ignore Ck-manifolds and just consider
smooth (=C∞-) manifolds.

Definition. A smooth structure on a space M is a local sheaf of R-algebras C∞ on
M , called the structure sheaf, such (M,C∞) is locally isomorphic , as a locally ringed
space, to (Rn, C∞) for some n. A smooth manifold is a second-countable Hausdorff
space together with a smooth structure.
A smooth map M → N between smooth manifolds is a morphism of locally ringed

spaces.

A more classical definition is via charts and atlases, and we will now show that these
are equivalent.

Definition. Let M be a second-countable Hausdorff space. A chart on M is a pair
(U, ϕ) consisting of an open set U ⊂ M and a homeomorphism ϕ : U → Rn, for some
n ≥ 0. An atlas is a collection (Uα, ϕα)α∈I such that the Uα coverM . An atlas is smooth
if for each α, β ∈ I such that Uαβ ̸= ∅, the map

gαβ : ϕα(Uαβ)
ϕ−1
α−−→ Uαβ

ϕβ−→ ϕβ(Uαβ) (2.5.2)

is a diffeomorphism between open subsets of Rn.
Two smooth atlases (Uα, ϕα)α∈I and (Vβ, ψβ)β∈J are equivalent if for every pair (α, β)

such that W = Uα ∩ Vβ ̸= ∅, the map

ϕα(W )
ϕ−1
α−−→W

ψβ−−→ ψβ(W )

is a diffeomorphism.
A map f : M → N of smooth manifolds is smooth if for every point x ∈ M such

that (U, ϕ) is a chart in M with x ∈ U and (V, ψ) is a chart in N with f(U) ∈ V , the
composite

Rn ϕ−1

−−→ U
f−→ V

ψ−→ Rm

is smooth.

Theorem 2.5.3. Every smooth manifold has a smooth atlas, and that atlas is unique up
to equivalence. Conversely, an equivalence class of smooth atlases gives rise to a unique
smooth structure.
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2. Vector bundles

Proof. We begin by constructing a smooth atlas from a manifold M with smooth struc-
ture C∞.
Let U = {Uα}α∈I be the set of all open subsets of M over which there is an local

isomorphism Φα : C
∞|Uα → C∞

Rn . By assumption, U is a cover of M . Underlying the
morphism Φα there is a homeomorphism ϕα : Uα → Rn, which gives M the structure
of a manifold. To see that the coordinate change functions gαβ of (2.5.2) are smooth,
observe that they are covered by isomorphisms of local sheaves of rings

g̃αβ
: C∞

ϕβ(Uαβ)
→ (ϕβ)∗C

∞|Uαβ
→ (ϕβ ◦ ϕ−1

α )∗C
∞
ϕα(Uαβ)

,

which says that a function on ϕα(Uαβ) is smooth iff its composition with ϕb ◦ ϕ−1
α is a

smooth function on ϕβ(Uαβ). This happens if and only if ϕb ◦ ϕ−1
α is smooth.

Note that we have constructed what is called a “maximal smooth atlas”: all possible
smooth charts are already in U .
Conversely, let (Uα, ϕα)α∈I be a maximal smooth atlas on M . Using the gluing con-

dition, we define a local sheaf of rings on M as follows: C∞
Uα

= (ϕ−1
α )∗C

∞
Rn . For an

intersection Uαβ, we must show that

C∞
Uα
|Uαβ

= C∞
Uβ
|Uαβ

,

that is,
(ϕ−1
α )∗C

∞
ϕα(Uαβ)

= (ϕ−1
β )∗C

∞
ϕβ(Uαβ)

but this is the same as showing that

(ϕβ ◦ ϕ−1
α )∗C

∞
ϕα(Uαβ)

= C∞
ϕβ(Uαβ)

,

which follows from the fact that ϕβ ◦ ϕ−1
α is smooth.

The main tool to produce smooth manifolds is the implicit function theorem from
multi-variable calculus:

Theorem 2.5.4. Let F : U → RN be a smooth map, where U ⊆ RN+n is open. Assume
that 0 is a regular value of F , i. e., the differential DF (x) has maximal rank N at every
point x ∈ F−1(0). Then F−1(0) is a smooth n-dimensional submanifold of Rn+N .

Exercise 7. Verify that the above is indeed the implicit function theorem.

There are a number of pitfalls for our intuition regarding smooth structures, but the
following remarks may help to circumnavigate them.
Let M = {(x, y) ∈ R2 | x ≥ 0, y ≥ 0, xy = 0} ⊆ R2 be the union of the nonnegative

x- and y-axes. Since M has a corner, one might be tempted to assume that M is not a
smooth manifold. But all this shows is that M is not a smooth submanifold of R2, i. e.
that the sheaf C∞

R2 |M is not locally isomorphic to C∞
R1 . Looking at M as an abstract

manifold, it is homeomorphic to R1 and a smooth structure is given by pulling back
C∞

R1 along this isomorphism.
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2.5. Tangent and normal bundles

Are there, then, any examples of topological manifolds which do not admit any smooth
structure at all? This is a nontrivial question which we will answer in ??. The first
example was given by Kervaire [Ker60]. However, all manifolds in dimensions less than
4 are smoothable.
A related question is whether a manifold can have nonisomorphic smooth structures.

This was answered affirmatively by Milnor in [Mil56] where he showed that S7 admits
exactly 28 nonisomorphic smooth structures, of which only one is the standard structure
from the embedding S7 ↪→ R8.

2.5.2. The tangent bundle of a smooth manifold

The sheaf-theoretic definition of a smooth manifold M allows for a concise construction
of the tangent bundle.

Definition. Let A be a k-algebra. A derivation on A is a k-linear function D : A →
A such that D(ab) = D(a)b + D(b)a (the so-called Leibniz rule). Denote the set of
derivations on A be Der(A); this is an A-module.

Note that D(1) = 0 since D(1) = D(1 · 1) = 2D(1).

Example 2.5.5. Let A = C∞(Rn) be the algebra of smooth real-valued functions on
Rn. For a chosen basis of Rn, let xi : Rn → R be the coordinate function (x1, . . . , xn) 7→
xi. Then ∂

∂xi
is a derivation on A.

In fact, this is a derivation on the quotient algebra C∞
0 of germs of smooth functions

at 0.

Definition. Let M be a smooth manifold. Define a sheaf TM by

TM(U) = Der(C∞
U ).

Theorem 2.5.6. For an n-dimensional manifold M , TM is an n-dimensional real vector
bundle.

Proof. We have to show that TM is a finitely generated, locally free sheaf of C∞
M -

modules. This is a local question, so we may assume that M = Rn. After choosing a
basis of Rn, the differential operators ∂

∂xi
are linearly independent global sections of TM .

We will show that the map (C∞
M )n → TM which sends (f1, · · · , fn) to the derivation

f1
∂
∂x1

+ · · · + fn
∂
∂xn

is an isomorphism of C∞
M -module sheaves. Let X ∈ Der(C∞

Rn) and
f ∈ C∞(Rn). Then for any two points x, p ∈ Rn we have

f(x) =f(p) +

∫ 1

0

d

dt
f(tx+ (1− t)p) dt = f(p) +

∫ 1

0

n∑
i=1

∂f

∂xi

∣∣∣∣
tx+(1−t)p

(xi − pi) dt

=f(p) +

n∑
i=1

(xi − pi)
∫ 1

0

∂f

∂xi

∣∣∣∣
tx+(1−t)p

dt.
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2. Vector bundles

Applying X and evaluating at p using the Leibniz rule, we get

X(f)(p) =
n∑
i=1

X(xi − pi)(p)
∂f

∂xi

∣∣∣∣
p

.

Since X(xi− pi)(p) = g(p) is a real-valued continuous function of p, we have shown that
X(f) is a linear combination of ∂f

∂xi
.

Theorem 2.5.7. For any smooth map f : M → N of smooth manifolds, there is an
induced map Tf : f∗TM → TN ∈ Vect(N) which is functorial in the sense that T id = id
and T (f ◦ g) = Tf ◦ Tg.

Proof. Given D ∈ (f∗TM)(U) = Der(C∞
f−1U ) for U ∈ Open(N), define Tf(D) ∈

Der(C∞
U ) by Tf(D) = D ◦ f .

The definition of the tangent bundle is quite abstract and it is maybe not immediately
clear that this really carries tangential information. To see that it does, let us compare
the tangent bundle with a more obvious construction when M is embedded in RN .

Definition. LetM ⊆ RN be a smooth submanifold. Define a vector bundle T gM →M
(the “g” stands for “geometric”) by

T gM = {(m, v) ∈M×RN | v = γ′(0) for some smooth curve γ : (−1, 1)→M with γ(0) = m}.

This is obviously a vector space over M . Let n = dimM . To verify local triviality, let
x ∈ M and p : RN → V be a projection onto an n-dimensional subspace V of RN such
that p(x) = 0 and p is a chart in a neighborhood U of x in M . Now define

p̃ : T gM |U → V × V ; p̃(m, v) = (p(m), p(v)).

This is an isomorphism of vector bundles covering the map p and therefore gives a local
trivialization.
We now define a map

Φ: ΓT gM (U)→ TM(U)

by Φ(s)(f)(x) = Ds(x)f for s : U → T gM |U , f ∈ C∞
U (V ), V ⊆ U open, and x ∈ V . Here

Dv denotes the directional derivative in the direction v ∈ RN .

Proposition 2.5.8. The map Φ is an isomorphism of vector bundles.

Proof. It is clear that Φ is a map of vector spaces over B. Since isomorphism can be
tested locally, we may assume that M ∼= Rn ⊆ RN is the standard embedding. It
suffices to show that Φ is an isomorphism on the fibers by Theorem 2.1.6. Without loss
of generality we will consider the fiber over 0 ∈ Rn. But then

Φx : {γ′(0) | γ : (−1, 1)→ Rn, γ(0) = 0} = Rn → Der(C∞
Rn)0

is an isomorphism by the proof of Theorem 2.5.6.
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2.5.3. Normal bundles of embeddings
2.5.4. The cotangent bundle and differential forms
Let M be a smooth manifold. Then the cotangent bundle T ∗M is the linear dual of the
tangent bundle of M , that is, T ∗M = HomM (TM,R×M).
A section of T ∗M can be considered a differential 1-form ω. There is a canonical

derivation
d : C∞

M → T ∗M

given by d(f)(D) = D(f). Locally, any section of T ∗M is a C∞-linear combination of
df .
The vector space of differential i-forms is the ith exterior power of T ∗M :

Ωi(M) =

i∧
T ∗M.

We define Ω0(M) = C∞
M .

We can extend the derivation d to a chain complex of vector bundles, the de Rham
complex of M ,

Ω0(M)
d−→ Ω1(M)

d−→ · · · d−→ Ωn(M)→ 0

by inductively defining

d(ω ∧ τ) = d(ω) ∧ τ + (−1)pω ∧ d(τ)

where ω ∈ Ωp(M) and τ ∈ Ωq(M), and decreeing that d2 = 0.

2.6. Bundles with more structure
When M is a smooth manifolds, it is natural to consider vector bundles that are com-
patible with this smooth structure, as is modelled by the tangent bundle. To be more
precise, we define

Definition. A smooth vector bundle on a smooth manifold M is a locally finitely gen-
erated free C∞

M -module sheaf.

The forgetful map of local sheaves of rings u : C∞
M → C0

M allows us to construct an
ordinary (continuous) vector bundle E′ from a smooth vector bundle E by tensoring
down:

E′ = E ⊗C∞
M
C0
M .

We can also interpret this definition in terms of vector spaces over M . A smooth atlas
for a (ordinary, continuous) vector bundle E →M is a collection of local trivializations
(Uα, ϕα)α∈I such that the change-of-coordinate functions

gαβ : Uαβ → GLn(k)
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2. Vector bundles

are smooth. A smooth vector bundle is a continuous vector bundle together with an
equivalence class of smooth atlases much analogously to the definition of a smooth struc-
ture on a manifold.
The characterization of additional structure by change-of-coordinate functions is a

powerful tool and lets us, among other things, make the following definitions:

Definition. An orientation on a vector bundle is a choice of equivalence class of atlases
whose transition functions take values in SLn(k) < GLn(k).

Definition. A Euclidean structure on a real vector bundle is a choice of equivalence
class of atlases whose transition functions take values in O(n) < GLn(R). A Hermitian
structure on a complex vector bundle is an equivalence class of atlases whose transition
functions take values in U(n) < GLn(C).

We will see later (Cor. 3.6.3) that any vector bundle can be given a Euclidean resp.
Hermitian structure under mild conditions on the topology of the base space.
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3. Lie groups, Grassmannians, and universal
bundles

Motivate by Gauss map and classifying map of tangent bundle on embedded manifolds.
Question of universal bundle and construction for non-manifolds.

3.1. Stiefel and Grassmann manifolds
In this section we will construct spacesGn(kN ) whose points correspond to n-dimensional
linear subspaces of kN . Obviously, for this to be nonempty, we need that N ≥ n. These
spaces are called Grassmann manifolds or just Grassmannians after their discoverer,
19th century mathematician Hermann Graßmann. They are in fact compact manifolds
(when k = R or C) and, more generally, smooth projective varieties for any field k.
Closely related is another family of manifolds, the Stiefel manifolds Vn(kN ), whose

points correspond to n-frames in kN . An n-frame is a sequence (v1, . . . , vn) of orthonor-
mal vectors in kN . One can thus think of a point in Vn(k

N ) as a point V ∈ Gn(kN ),
i. e. an n-dimensional linear subspace of kN , together with a choice of orthonormal basis
of V . Forgetting this basis gives a canoncial projection map Vn(kN ) → Gn(k

N ). If one
does not want to (or cannot) use a scalar product on kN to define Vn, one can look at
noncompact Stiefel varieties V nc

n , where one relaxes the requirement of orthonormality
to mere linear independence.
Observe that we already know the spaces V1(kN ) and G1(k

N ) by other names, namely:

V1(RN ) = SN−1

V1(CN ) = S2N−1

G1(k
N ) = kPN−1.

A set of one orthonormal vector in kN is just a unit vector in kN , hence the first two
equations, and a one-dimensional subspace in kN is a point in kPN−1 by definition. The
topologies we are about to define on V1 and G1 coincide with the familiar topologies.
We topologize Vn(kN ) and V nc

n (kN ) as subspaces of a product kN × · · · × kN of n
copies of kN , and Gn(kN ) is endowed with the quotient topology. That is, we use the
straightforward identifications

Vn(k
N ) ={U ∈ kN×n | U has orthonormal columns}
⊆V nc

n (kN ) = {U ∈ kN×n | U has maximal rank} ⊆ kN×n

to define the topologies.
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3. Lie groups, Grassmannians, and universal bundles

Lemma 3.1.1 (Gram-Schmidt). The inclusion map Vn(kN )→ V nc
n (kN ) is a homotopy

equivalence for k = R or k = C.

Proof. The Gram-Schmidt orthonormalization process says that

V nc
n (kn) ∼= Vn(k

n)× Tn(k),

where Tn(k) denotes the upper triangular matrices n × n-matrices with positive real
diagonal. But Tn(k) is contractible.

Lemma 3.1.2. The group O(n) of orthogonal n × n-matrices acts freely on Vn(RN ),
and the canonical map Vn(RN )/O(n)→ Gn(RN ) is a homeomorphism.

The same is true for over C if one replaces O(n) by the group U(n) of unitary matrices.

Proof. The group O(n) acts on the n orthonormal vectors of a point in Vn(RN ). The
fiber of the projection map Vn(RN ) → Gn(RN ) over a point V ∈ Gn(RN ) is the set of
orthonormal bases of V , on which O(n) acts freely and transitively, thus the projection
map factors through a homeomorphism Vn(RN )/O(n) → Gn(RN ). The proof in the
complex case is the same.

Picking the n first columns of an N ×N -matrix gives us surjective maps

ϕ : O(N)→ Vn(RN ), ϕ : U(N)→ Vn(CN ), ϕ : GLN (k)→ V nc
n (kN ).

Lemma 3.1.3. Consider the group O(n)×O(N−n) as the subgroup of O(N) of matrices
of the form

(
A 0
0 B

)
. Then ϕ factors through an O(n)-equivariant homeomorphism

ϕ : O(N)/O(N − n)→ Vn(RN ).

In particular, there is a homeomorphism O(n)
O(n)×O(N−n) → Gn(RN ).

Analogous statements hold in the unitary and noncompact cases.

Proof. The group O(N) acts on Vn(RN ) by mapping an orthogonal n-frame to an-
other such n-frame. This action is transitive, and the stabilizer group of a frame
F = (v1, . . . , vn) is the orthogonal group O(N − n) of the orthogonal complement of
the span of F . Thus by the orbit-stabilizer theorem, O(N)/O(N − n) → Vn(Rn) is a
homeomorphism, which moreover is O(n)-equivariant.

Corollary 3.1.4. For k = R, C, we have that

Gn(k
N ) ∼= GN−n(k

N )

Proof. This follows directly from the Gn(kN ) ∼= O(N)
O(n)×O(N−n) . Geometrically, the home-

omorphism Gn(k
N )→ GN−n(k

N ) is given by mapping an n-dimensional subspace of kN
to its orthogonal (or unitary) complement.

Having exhibited Vn(kN ) and Gn(kN ) as homogeneous spaces, we get:
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3.1. Stiefel and Grassmann manifolds

Theorem 3.1.5. The spaces Vn(kN ) and Gn(k
N ) are compact smooth manifolds for

k = R, C, of the following real dimensions:

• dimVn(RN ) = Nn−
(
n+1
2

)
;

• dimVn(CN ) = 2Nn− n2;

• dimGn(RN ) = n(N − n);

• dimGn(CN ) = 2n(N − n).

Proof. By Lemma 3.1.3, they are quotients of compact Lie groups by closed compact
subgroups, hence smooth manifolds. The claims about dimensions follow from the facts
that dimO(n) =

(
n
2

)
and dimU(n) = n2.

To exhibit explicit charts for Gn(kN ), it helps to do a little geometry. Let V ∈ Gn(kN )
be a point, and let V ⊥ be its orthogonal (or unitary) complement. Now consider the set

UV = {V ′ ∈ Gn(kN ) | V ′ ∩ V ⊥ = 0}. (3.1.6)

Clearly, V ∈ UV and UV is open. The map

ϕV : Hom(V, V ⊥) ∼= kn(N−n) → UV ; α 7→ {v + α(v) | v ∈ V },

which can be thought of as sending a homomorphism α to its graph in kN = V ⊕ V ⊥,
is a homeomorphism.

3.1.1. The tautological bundle
Let En(kN ) = {(V, v) | V ∈ Gn(kN ), v ∈ V } ⊆ Gn(k

N ) × kN . The projection τ to the
first coordinate gives a smooth surjection En(kN )→ Gn(k

N ).

Proposition 3.1.7. The map τ : En(kN )→ Gn(k
N ) is an n-dimensional vector bundle.

Proof. It is clear from the definition that En(kN ) is a vector space over Gn(kN ) and that
the dimension is n, but we need to show local triviality. Consider the open sets UV of
(3.1.6). We construct a trivialization over UV by

τ−1(UV )→ UV × V ; (V ′, v′) 7→ (V ′, p(v′)),

where p′ : V ′ → V is the orthogonal projection of V ′ to V , which is an isomorphism over
UV since its kernel is V ⊥.

The vector bundle τ : En(kN )→ Gn(k
N ) is called the tautological bundle because the

description of its fibers sounds like a tautology: the fiber of τ over a point V ∈ Gn(kN )
is V .

Theorem 3.1.8. Let M ⊆ RN be an n-dimensional smooth submanifold of RN and
TM → M its tangent bundle. Then there is a map f : M → Gn(RN ) such that TM ∼=
f∗τ .

35



3. Lie groups, Grassmannians, and universal bundles

Proof. The map f is defined by f(x) = TxM ⊆ RN , where TxM is the tangent space of
M at x, considered as a linear subspace of RN . We thus get a vector bundle map TM →
f∗τ over M which is a fiberwise isomorphism, hence an isomorphism by Theorem 2.1.6.

3.2. Simplicial spaces
We have seen that the tangent bundle of a manifold embedded in Euclidean space has
a “classifying map” to the Grassmannian Gn(RN ) in the sense that it is the pullback of
the tautological bundle along this map. In the rest of this chapter, our aim is to make
this construction independent of the embedding in Euclidean space, and to generalize
it to arbitrary bundles. This requires the notion of a classifying space for a topological
group, which is best understood in the context of simplicial spaces.

Definition. A simplicial space (or, more generally a simplicial object in a category C)
is a functor

X : ∆op → Top (or C),

where ∆ denotes the category with objects the totally ordered sets [n] = {0, . . . , n} and
morphisms the monotonic maps. Similarly, an augmented simplicial space is a functor

X : ∆op
+ → Top (or C),

where ∆+ is the same category but also including the empty set ∅ = [−1].

To specify a simplicial object, we thus need to define an object Xn for each n, and a
morphism Xn → Xm for each monotonic map [m]→ [n]. Note that any such monotonic
map can uniquely be written as a surjective monotonic map [m] → [k] followed by an
injective monotonic map [k] → [n]. Moreover, any injective monotonic map is some
composite of the so-called coface maps

din : [n− 1]→ [n], which is injective and omits i ∈ [n],

and any surjective monotonic map is some composite of the so-called codegeneracy maps

sin : [n+ 1]→ [n], which is surjective and maps i and i+ 1 to i.

The main source of simplicial spaces is the nerve construction for a topological cate-
gory.

Definition. Let C be a topological category. The nerve NC of C is the simplicial space
defined by Xn = mor C ×ob C · · · ×ob C mor C, where the fiber product has n factors. In
particular, X0 = ob C. We specify the morphism by defining the face maps dni : Xn →
Xn−1 induced by din and the degeneracy maps sni : Xn → Xn+1 induced by sin:

• di = idmor C × · · · × µ× · · · × idmor C , where µ appears in the ith place;

• si = idmor C × · · · × u× · · · × idmor C , where u appears in the ith place.
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3.2. Simplicial spaces

The associativity and unitality axioms guarantee that this is a well-defined simplicial
space.

If C is an ordinary (small) category, we have explicitly that

Xn =
⨿

X0,...,Xn∈C
Hom(Xn−1, Xn)× · · · ×Hom(X1, X2)×Hom(X0, X1),

i. e., Xn is the space of composable chains of n morphisms.

Example 3.2.1. Let X be a space. We define the translation category T (X) of X to
have obT (X) = X and morT (X) = X ×X, where the source and target maps are the
two projections, the unit map is the diagonal, and the composition is the projection to
the first and third factors:

(X ×X)×X (X ×X) = X ×X ×X → X ×X.

For this category, NnT (X) ∼= Xn+1, and we can describe the nerve functorially as the
functor

NT (X) = map(−, X) : ∆op → Top

where the argument is considered as a discrete topological space.

Example 3.2.2. Let G be a topological group. Then the translation category T (G) has
a natural action by G: it acts by left multiplication on obT (G) = G and by diagonal
left multiplication on morT (G) = G × G. Thus by functoriality, G also acts on the
nerve NT (G). That is, it acts on every space NnT (G), and the structure maps f∗ are
G-equivariant for each f : [m] → [n]. We denote the quotient of NT (G) by this action
by NG.

Exercise 8. Show that for a topological group G, N (G) is isomorphic to the nerve of the
category with one object ∗ and endomorphisms map(∗, ∗) = G. Here, the composition is
defined by the group multiplication, and the identity morphism is the identity element
of G. In particular, NnG = Gn. Describe the maps di and si explicitly.

Example 3.2.3. Let U = {Uα}α∈I be an open cover of a space X, and let U =
⨿
α∈I Uα.

We denote the element x ∈ Uα ⊆ U by xα to make explicit in which disjoint summand
x lies. Define the map p : U → X to be the standard inclusion on every summand, so
that in total, p is an open surjective map. The pair (U,U×X U) becomes a topological
category if we define

• u : U→ U×X U by u(xα) = (xα, xα);

• s(xα, yβ) = xα and t(xα, yβ) = yβ;

• µ : (U×X U)×U (U×X U) = U×X U×X U→ U×X U by (xα, yβ, zγ) 7→ (xα, zγ).

The N (U,U×X U) is called the big nerve of the covering U , and we denote it by NU.
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3. Lie groups, Grassmannians, and universal bundles

Note that
NnU = U×X · · · ×X U =

⨿
α0,...,αn∈I

Uα0···αn ;

we will denote an element in NnU by xα0···αn .
Example 3.2.4. Let U = {Uα}α∈I be an open cover of X as before. Denote by b(U)
the set of those finite subsets J of I such that UJ =

∩
α∈J Uα is nonempty. We make

b(U) into a poset (and hence a category) by inclusion of subsets. Then the (small) nerve
N b(U) of U is the nerve of b(U).
There is a simplicial map from NU to N b(U) given by

NnU→ Nnb(U); xα0···αn 7→ {α0, . . . , αn}.

We will look at the differences between these two nerve constructions more closely
later on, but we observe right now that we can recover the space X from the big nerve
NU as the coequalizer

U×X U
s
⇒
t

U→ X.

whereas we cannot, in general, recover X from the small nerve, as the example of the
trivial cover U = {X} shows. The small nerve keeps track of which intersections of sets
of the open cover are empty and which aren’t, not more. We might guess that if all
opens in the cover, along with all their finite nonempty intersections, are contractible,
we might recover X up to homotopy. We will show in the next section that this is the
case.??
We remark in passing that the nerve construction is functorial: a functor F : C → D

between topological categories induces a simplicial map NF : NC → ND in the obvious
way.
What information do we lose by passing from a topological category to its nerve? The

answer is nothing; a topological category can be considered as a special kind of simplicial
space:
Proposition 3.2.5. The nerve functor is full and faithful.
Proof. We clearly have that (NC)0 = ob C and (NC)1 = mor C. The unit maps are
recovered as s00, the source and target maps by d10 and d11. Finally, the composition map
in C is the map d21 : (NC)2 → (NC)1 since (NC)2 = mor C ×ob C mor C.

Note that it is also easy to describe when a simplicial set X is the nerve of a category:
precisely when it is determined by its 1-skeleton in the sense that

Xn
(p1,...,pn)−−−−−−→ X

×X0
n

1 = X1 ×X0 · · · ×X0 X1

is an isomorphism, where pi is the map induced by the cosimplicial map [1]→ [n] with
image {i− 1, i}.
In particular, Proposition 2.3.12 implies:

Corollary 3.2.6. Let X be a space with an open cover U and G a topological groupoid.
Then there is a bijection between the set of cocycles for U with values in G and the set
of simplicial maps NU→ NG.
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3.2.1. Simplicial homotopy
Denote by I = N [1] the nerve of the category which has two objects {0, 1} and one
non-identity morphism 0 → 1. In other words, I is the functor ∆op → Set which is
represented by the object [1] ∈ ∆, i. e.

In = Hom∆([n], [1]).

Given any simplicial object X in a category C, we can form the cyclinder object X × I
as

(X × I)n = Xn × In,

where we think of the cartesian product of an object Z of C with a set I as the coproduct⨿
I Z. This is thus also a simplicial object in C.

Definition. A simplicial homotopy between two simplicial maps f , g : X → Y is a
simplicial map h : X × [1]→ Y such that h|X×{0} = f and h|X×{1} = g

The following proposition follows from the definition of natural transformations of
functors of topological categories (Section 2.3.2) and Proposition 3.2.5.

Proposition 3.2.7. Let F , G : C → D be functors of topological categories. Then the
nerve functor gives a homeomorphism between the space of natural transformations from
F to G and the space of simplicial homotopies from NF to NG.

3.2.2. Geometric realization
A simplicial space is called “simplicial” because one can use its functorial information
to glue together simplices to produce a space. Let ∆n denote the standard n-simplices,
i. e. the convex hull of the standard basis vectors e0, . . . , en of Rn+1. The following
definition is central:

Definition. Let X be a simplicial space. Its geometric realization |X| is the coequalizer⨿
f : [m]→[n]

Xn ×∆m ⇒
⨿
n≥0

Xn ×∆n → |X|,

where the first coproduct is over the set of all monotonic maps from [m] to [n] (som ≤ n),
and the two maps are given by

(x, t) 7→ (f∗x, t) ∈ Xm ×∆m and (x, t) 7→ (x, f∗t) ∈ Xn ×∆n.

Here f∗ is the map induced on the simplicial set X by f , and f∗ : ∆m → ∆n is the affine
map from ∆m to ∆n with corners ef(0), . . . , ef(m).

It is clear from the definition that geometric realization is a functor:

Lemma 3.2.8. The geometric realization is functorial, i. e. a map of simplicial spaces
induces a map between their geometric realizations.
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3. Lie groups, Grassmannians, and universal bundles

The geometric realization |X| can be given a somewhat smaller presentation by only
considering nondegenerate simplices, i. e. elements x ∈ Xn which are not in the image of
si for any 0 ≤ i ≤ n, or equivalently, which are not of the form f∗(y) for some y ∈ Xm

and a non-injective map f : [n] → [m]. The collection Xnd
n ⊆ Xn of nondegenerate

simplices forms a “semi-simplicial1” or “facial” set, i. e. a functor from the subcategory
Λ of ∆ with the same objects but only injective maps as morphisms. We then have a
coequalizer diagram ⨿

f : [m]↪→[n]

Xnd
n ×∆m ⇒

⨿
n≥0

Xnd
n ×∆n → |X|. (3.2.9)

Moreover, every point in |X| is represented by a unique pair (x, t) ∈ Xnd
n × ∆̊n, where

∆̊n denotes the interior of ∆n. That is, the map⨿
n≥0

Xnd
n × ∆̊n → |X|

is continuous and bijective (but clearly not a homeomorphism). Details can be found in
[Mil57].
The following result is less obvious. It involves the set-theoretical notion of compactly

generated weak Hausdorff spaces and k-products. We will not go into details here but
remark that these spaces include all spaces of interest to us, and that for these spaces,
the k-product coincides with the usual product.

Theorem 3.2.10 ([May72, Theorem 11.5]). The geometric realization commutes with
products in the category of Kelley spaces. In other words,

|X × Y | ∼= |X| ×k |Y |,

where ×k denotes the Kelley product.

Definition. The geometric realization of the nerve of a topological group or category
G is called the classifying space of G and is denoted by

BG = |NG|.

Lemma 3.2.11. A functor F : C → D between topological categories induces a map
BF : BC → BD of classifying spaces. A natural transformation α between functors F ,
G : C → D induces a homotopy between BF and BG. In particular, BC ≃ BD if C and
D are equivalent categories.

Proof. We have seen in the previous section that a functor F : C → D induces a map
of nerves, and the geometric realization construction is functorial as well, so that B

1Historically, e. g. in [Mil57], the term “semisimplicial set” was used for what we nowadays call a
simplicial set, freeing up the term “semisimplicial” for a new use.
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becomes a functor. Now let α : C × [1]→ D be a natural transformation. By the above,
it induces a map

Bα : B(C × [1])→ D,

and by Thm 3.2.10, B(C× [1]) ∼= BC×B[1] by the projection maps. The proof is finished
by noting that B[1] ∼= ∆1 ∼= [0, 1].

Corollary 3.2.12. For any nonempty space X, the space EX := BT (X), i. e. the
geometric realization of the nerve of the translation category of X, is contractible. If
moreover X is a group then it acts freely on EX.

Proof. By Lemma 3.2.11, it suffices to show that the category T (X) is contractible, i. e.
equivalent to the one-point category. This is true since every object in X is initial (and
terminal): there is exactly one morphism between any two objects x, y, namely (x, y).
The X-action on EX when X is a group follows from functoriality and the free X-

action on T (X), cf. Example 3.2.2.

3.3. Classifying spaces of Lie groups
Consider again the GrassmanniansGn(kN ) for k = R or C. There are maps i : Gn(kN )→
Gn(k

N+1) given by a linear inclusion of kN into kN+1 (for instance by letting the last
coordinate be zero).

Theorem 3.3.1. There are maps jn : Gn(RN ) → BO(n) and jn : Gn(Cn) → BU(n)
such that

• jn = jn+1 ◦ i, and

• The induced maps j∞ : colimN Gn(RN ) → BO(n) and j∞ : colimN Gn(CN ) →
BU(n) are homotopy equivalences.

Proof. We’ll deal with the real case, the complex case is analogous. For instructive
reasons, we’ll consider the case n = 1 first. In this case, V1(kN ) = SN−1 and EO(1) =
E{±1}. Choose an orthogonal basis {e1, e2, . . . } of R∞ (for instance, the standard basis
vectors).
We define a Z/2-equivariant map

f : {±1}N ×∆N → SN

by sending (ϵ1, . . . , ϵN , s1, . . . , sN ) to the point P = ϵ1s1e1 + ϵ2s2e2 + · · · + ϵNsNeN ,
where s1 + · · · + sN = 1 and si ≥ 0. This map is clearly surjective, and it is injective
unless the point P lies on some coordinate hyperplane sk = 0. In that case, the sign ϵk
does not matter, which we can express by saying that

f(dkϵ, s) = f(ϵ, dks) for ϵ ∈ {±1}N , s ∈ ∆N−1.

here dk : {±1}N → {±1}N−1 is the projection map that forgets the kth factor. [......De-
tails?......]
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3. Lie groups, Grassmannians, and universal bundles

It follows that the inverse maps assemble to an equivariant homeomorphism

EO(1)→ S∞;

in particular, by dividing out the Z/2-action, BO(1) ∼= RP∞.

3.4. Schubert cells
Nima Amini

In Thm. 3.1.5 it was proved that Gn(kN )may be viewed as a compact smooth manifold
over k = R,C. Now we will instead view points in Gn(kN ) as certain natural orbits of
n×N matrices of full rank and thereby decompose Gn(kN ) into affine spaces known as
Schubert cells. It is not a coincidence that these spaces are named cells, they in fact make
up a CW-complex of Gn(kN ). This allows for the computation of the cohomology ring
of the Grassmannian via the cellular cohomology that comes along with CW-complexes.
The cohomology ring of the Grassmannian in turn plays a role in the classification of
the ring of characteristic classes.

Proposition 3.4.1. There exists a one-to-one correspondence between points of Gn(kN )
and orbits of the set Matn(kN ) of n×N matrices full rank under the action of GLn(k).

Proof. Let V ∈ Gn(kN ). As soon as we fix a basis v1, . . . , vn of V we can represent V as
an n×N row matrix A = (vij). The action of GLn(k) on A is free and transitive on the
bases of V . Hence we get a one-to-one correspondence with the orbits of the action.

Remark 3.4.2. In each GLn(k)-orbit of Matn,N (k) we have a unique canonical rep-
resentative provided by the row reduced echelon form (which may be computed using
Gaussian elimination). Thus we may identify points in Gn(kN ) with rank n matrices in
row-reduced echelon form.

Definition. A matrix A ∈ Matn,N (k) in row reduced echelon form is said to be in
I-echelon form if A has its pivots in columns I = {i1 < · · · < in}. The sequence I is
often referred to as the Schubert symbol.

Example 3.4.3. A point A ∈ G4(k
8) in {1, 2, 5, 7}-echelon form has shape

A =


1 0 ∗ ∗ 0 ∗ 0 ∗
0 1 ∗ ∗ 0 ∗ 0 ∗
0 0 0 0 1 ∗ 0 ∗
0 0 0 0 0 0 1 ∗


where ∗ denotes an arbitrary element in k.

42



3.4. Schubert cells

Remark 3.4.4. If we remove columns with indices in the Schubert symbol I (i.e the
pivot columns) and then reflect the remaining columns with respect to a vertical axis, we
find that the patterns formed by the ∗’s is a Ferrers diagram of shape λ, that is, a pictorial
representation of a partition λ of N −n with n parts (or a weakly increasing sequence of
n non-negative integers bounded by N −n). In Example 3.4.3 the corresponding Ferrers
diagram of shape λ = (4, 4, 2, 1) is

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗
∗

Finally note that partitions of N −n into n parts are in bijection with n-element subsets
of [N ] so Schubert symbols are in correspondence with Ferrers diagrams of shape λ.

Definition. Let λ be an n-partition of N − n. The Schubert cell Ωλ is the closure of
the set of points in Gn(KN ) with I-echelon form corresponding λ.

Remark 3.4.5. By Remark 3.4.2 it follows that

Gn(k
N ) =

⊔
λ

Ωλ.

Furthermore each I-echelon matrix A has exactly |λ| = λ1 + · · ·+ λn number of degrees
of freedom in the entries (i.e the number of ∗’s in A). This gives a homeomorphism

Ωλ ≃ k|λ|. (3.4.6)

To see this more rigorously one can argue via the so called Plücker embedding of Gn(kN )
into the projective space P (

N
n)−1. Label the projective coordinates of the points in

P (
N
n)−1 by the n-element subsets I ⊆ [N ]. This embedding works by sending each matrix

A to the point determined coordinate-wise by the value of the n×n minor of A indexed
by I. Note that the action of GLn(k) on A does not affect the projective coordinates
since row-operations merely changes the minors up to a constant factor. Moreover the
values under this map are indeed non-zero since A has rank n. The homeomorphism in
3.4.6 now follows by considering the image of Ωλ under the embedding.

Example 3.4.7. Let us see how G2(R3) decomposes into Schubert cells. There are three
possible Schubert symbols, namely I1 = {1, 2}, I2 = {1, 3} and I3 = {2, 3} corresponding
to 2-partitions of 3− 2 = 1 given by λ1 = (1, 1), λ2 = (1, 0) and λ3 = (0, 0). The three
corresponding Schubert cells are parametrized by

Ωλ1 =

{(
1 0 a
0 1 b

)
: a, b ∈ R

}
, Ωλ2 =

{(
1 a 0
0 0 1

)
: a ∈ R

}
and

Ωλ3 =

{(
0 1 0
0 0 1

)}
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3. Lie groups, Grassmannians, and universal bundles

of dimension 2, 1 and 0 respectively. The two-dimensional subspaces in Ωλ1 are given by
planes through the origin intersecting the two lines passing through the points (1, 0, 0),
(0, 1, 0) and parallel to the z-axis. Likewise Ωλ2 consists of the two dimensional subspaces
geometrically described by planes through the origin containing the point (0, 0, 1) and
intersecting the line passing through the point (1, 0, 0) parallel to the y-axis. Finally Ωλ2
consists of a single subspace given by the yz-plane. By inspecting the matrices it is easy
to see that the Ωλi are pairwise disjoint and cover G2(R3).

3.5. Paracompactness
Definition. Let U = {Uα}α∈I be an open cover of a space X. We call U locally finite if
every x ∈ X has a neighborhood that is contained in Uα for only finitely many α ∈ I.
A refinement of U is another open cover V = {Vβ}β∈J such that every Vβ is contained
in some Uα. A space X is called paracompact if every open cover has a locally finite
refinement.
A partition of unity with respect to an open cover U is a family of functions fβ : X →

[0, 1], β ∈ J such that
∑

β∈J fβ = 1 and such that for every β ∈ J , supp(fβ) ⊆ Uα for
some α ∈ I. Here the support supp(fβ) is defined as the closure of f−1

β (0, 1].

The following is a standard fact of point-set topology (cf. for example [Bre97, Chapter
I.12]):

Proposition 3.5.1. A space X is paracompact iff every open cover has an associated
partition of unity.

Let us study the geometric realizations of big nerves of open covers.
Given a refinement {Vβ}β∈J of an open cover {Uα}α∈I , we can choose a function

ρ : J → I such that Vβ ∈ Uρ(β) for all β ∈ J . This gives rise to a map ρ : V → U over
X, hence a functor of topological groupoids V→ U.

Proposition 3.5.2. Let {Vβ}β∈J be a refinement of an open cover {Uα}α∈I of a space
X, and let ρ1, ρ2 : J → I be two functions such that Vβ ∈ Uρi(β) for all β ∈ J . Then ρ1
and ρ2 induce naturally isomorphic functors between the topological groupoids V and U.

In particular, the map |ρ∗| : |NV| → |NU| is independent of ρ up to homotopy.

Proof. Let H be the map over X defined by

H : V→ U×X U; xβ 7→ xρ1(β),ρ2(β).

We use this map to define a natural transformation h : (V,V×XV)×[1]→ (U,U×XU)
between ρ1 and ρ2. We define

h(−, 0) = ρ1, h(−, 1) = ρ2, h(xβ, 0→ 1) = H(xβ).

It is the straightforward to veryfiy that h is a functor. Since its target is a groupoid,
it is automatically a natural isomorphism (rather than just a natural transformation)
between ρ1 and ρ2.
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If we consider the case of a trivial cover X = {X → X}, we find that |NX| ∼= X, and
we get a natural map

|NV| → X

for any other open cover V. In fact, this map is well-defined on the nose, not just up to
homotopy, since there only is one map from the indexing set of V to the indexing set of
X , which is a singleton.

Theorem 3.5.3. The following are equivalent for a space X:

1. X is paracompact

2. For every open cover U , the natural map p : |NU| → X has a section (i. e., a right
inverse)

3. For every open cover U , the natural map p : |NU| → X is a deformation retraction.

Proof. (1)=⇒(2): First assume that X is paracompact and U is an open cover. Choose
a total order on the indexing set I of U . We may assume that U is locally finite and
that fα : X → [0, 1] is a partition of unity such that f−1

α (0, 1] ⊆ Uα.
Define a map r : X → |NU| as follows. Every point x ∈ X lies in finitely many

Uα, say in UJ , where J = {α0 < · · · < αn} ⊂ I. Define r(x) to be the equivalence
class of the point (xJ , fJ(x) ∈ UJ × ∆n, where xJ = xα0,...,αn ∈ UJ ⊆ NnU and
fJ(x) = (fα0(x), . . . , fαn(x)) ∈ ∆n. We have to show that this map is continuous. Let
J ′ = {α ∈ I | x ∈ Uα} ⊇ J . By local finiteness, J ′ must have finite cardinality, say
m+ 1.
To show continuity at x when m > n, note that

V = UJ −
∪

β∈J ′−J
f−1
β (0, 1]

is an open neighborhood of x contained in UJ . For every y ∈ V , fβ(y) = 0 for β ∈ J ′−J ,
hence there exists a monotonic map σ : [n]→ [m] such that

(yJ
′
, fJ ′(y)) = (yJ

′
, σ∗(fJ(y)) ∼ (yJ , fJ(y)).

Thus any open neighborhood of x which is contained in V is contained in the equivalence
class of UJ×∆n. Thus by continuity of the partition of unity, r is continuous at x. Since
the map p : |NU| → X sends (xα0,...,αn , t0, . . . , tn) to x, we have that p ◦ r = idX , hence
r is a section of p.

(2)=⇒(1): Assume that p : |NU| → X has a section r, i. e. a right inverse. Define
fα : X → [0, 1] as follows:

fα(x) =

{
ti; r(x) = [xJ , t0, . . . , tn] ∈ UJ ×∆n and α is the ith index in J
0; otherwise.
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To see that fα is well-defined, let f : J → J ′ be a monotonic map to another subset
J ′ ⊆ I and x ∈ UJ ′ . Then

(xJ , t0, . . . , tn) ∼ (xJ
′
, f∗(t0, . . . , tn))

and fα picks out the the same coefficient ti.
Thus fα is a partition of unity with f−1

α (0, 1] ⊆ Uα. However, we do not necessarily
know that f−1

α (0, 1] ⊆ Uα. To fix this, define a refinement V of U with the same indexing
set and

Vα = f−1
α (

1

2
, 1].

Then V α ⊂ Uα, and repeating the above argument for V, we get a partition of unity
associated with U.
(2)=⇒(3): Let r : X → |NU| be any continuous section of p.
We want to produce a homotopy of the map r ◦ p to the identity map on |NU|.
By (3.2.9), any element of |NU | has a unique representative [xJ , t0, . . . , tn] where all

ti > 0 and xJ is nondegenerate. This means that J is the set of all the α such that
x ∈ Uα. This element is mapped under r ◦ p to p(x) = [xJ

′
, u0, . . . , um] where J ′ ⊆ J ,

but this element is equal to [xJ , i∗(u0, . . . , um)], where i : J ′ → J is the inclusion map.
We may thus assume that m = n and J = J ′. We now define a linear homotopy

h : [0, 1]× |NU| → |NU|

from r ◦ p to the identity by

h(s, [xJ , t0, . . . , tm]) = [xJ , st0 + (1− s)u0, . . . , stn + (1− s)un(x)].

Show that the ho-
motopy is continu-
ous.

(3)=⇒(2): obvious.

3.5.1. Homotopy invariance
Theorem 3.5.4. Let G be a topological group, p : E → B a principal G-bundle, X a
paracompact space, andf, g : X → B be two homotopic maps. Then f∗p ∼= g∗p.

To prove this, we need a technical result about covering homotopies:

Theorem 3.5.5. Let B be a paracompact space and p : E → B × [0, 1] a principal G-
bundle. Denote by Et → B the G-bundle p−1(B × {t}) → B × {t} ∼= B. Then there
exists a map r ∈ mapB(E,E1) with r|E1 = id (i. e. a retraction of the inclusion E1 → E
over B) such that the diagram

E E1

B × [0, 1] B

r

p p

is a pullback diagram.
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Proof. This proof follows tom Dieck [tD08, Chapter 14.3]. By the compactness of [0, 1]
and paracompactness of B, there exists a locally finite cover Uα × [0, 1] of trivializing
neighborhoods for p. Let fα : B → [0, 1] be a partition of unity with respect to Uα. Now
define

F (x) = max
α∈I

fα(x) and uα(x) =
fα(x)

F (x)
.

Then for every x ∈ B there is an α ∈ I such that fα(x) = 1 and supp(fα) ⊂ Uα. Now
define

rα : B × [0, 1]→ B × [0, 1] by (x, t) 7→ (x,max(t, uα(x))).
This map rα is covered by a map r̃α : E → E which is the identity outside of EUα×[0,1]

and on the the trivial piece EUα×[0,1]
∼= Uα × [0, 1] × G, r̃α is given by (x, t, γ) 7→

(x,max(t, uα(x)), γ). Then r̃α|E1 = id and the diagram

E E

B × [0, 1] B × [0, 1]

r̃α

p p

rα

is a pullback. Choose a total ordering on I and let r be the (infinite) composition of
all the maps r̃α. This is well-defined since for every x ∈ E, only finitely many α have
r̃α(x) ̸= x. Since max(uα) = 1, r takes values in E1.

In particular, we have a bundle isomorphism r ∈ mapB×[0,1](E,E1 × [0, 1]) which is
the identity on E1.

Proof of Theorem 3.5.4. Let h : X × [0, 1] → B be a homotopy from f to g and denote
by H = h∗p the pullback bundle over X × [0, 1]. Then f∗p = H0, g∗p = H1, and by
Theorem 3.5.5, H ∼= H1 × [0, 1]. Hence H0

∼= H1.

Corollary 3.5.6. Let B be a paracompact, contractible space. Then any vector bundle
E → B is trivial.

Proof. The identity map on B is homotopic to a constant map. The pullback of E along
a constant map is a trivial vector bundle. By Theorem 3.5.4, E is thus trivial.

Definition. A cover U of X is called contractible if every finite intersection of elements
of U is either empty or contractible.

Corollary 3.5.7. Let U be a contractible cover of a paracompact space X and G a
topological group. Then the map

H1
U (X;G)→ PrincG(X)/iso

which maps a cocycle its associated principal bundle, is a bijection.

Proof. As every Uα ∈ U is contractible, U trivializes any principal G-bundle by Corol-
lary 3.5.6. Thus the map in question is surjective. By Proposition 2.3.6, it is also
injective.
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3.6. Universal bundles
In Corollary 3.2.12, we constructed a family of spaces EG with a free G-action and which
are furthermore (nonequivariantly) contractible, for any Lie group G.

Lemma 3.6.1. For Lie groups G, EG→ BG is a principal G-bundle. In particular, if
G acts linearly on a finite dimensional vector space V , the vector space EG×G V → BG
over BG is a vector bundle.

Proof. Segal notes in [Seg68] that this fails to be true for a general topological group
G, but it does hold for Lie groups. See, for instance, [May75], where May shows that it
suffices for a topological group G to be well-pointed for this to hold.

The principal G-bundle u : EG → BG is called the universal principal G-bundle for
the following reason:

Theorem 3.6.2. For any paracompact space X, there is a bijection

Φ: [X,BG]→ PrincG(X)/ iso, [f ] 7→ f∗u,

where PrincG(X)/ iso denotes the set of isomorphism classes of principal G-bundles.

Proof. By Thm. 3.5.4, Φ is well-defined, that is, it maps homotopic maps to isomorphic
G-bundles over X.
To construct an inverse map Ψ: PrincG(X)→ [X,BG], let p : E → X be a principal

G-bundle. Choose a cover U of X consisting of trivializing neighborhoods for p. The
cocycle corresponding to p with respect to U gives us a simplicial map

NU→ G

and thus a map on realizations

X ≃ |NU| → |NG| = BG.

Corollary 3.6.3. Any real vector bundle over a paracompact space can be given a
Euclidean structure, and any complex vector bundle a Hermitian structure.

Proof. The inclusion maps O(n)→ GLn(R) and U(n)→ GLn(C) are homotopy equiv-
alences, hence so are BO(n)→ BGLn(R) and BU(n)→ BGLn(C). Thus

[X,BO(n)]→ [X,BGLn(R)] and [X,BU(n)]→ [X,BGLn(C)]

are isomorphisms.

We can also use universal bundles to compare BG with Grassmannians up to homo-
topy.
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Corollary 3.6.4. Let G be a Lie group and E a contractible paracompact space with a
free G-action. Then E/G ≃ BG and, moreover, the principal G-bundle E → E/G is
universal.

Proof. By Theorem 3.6.2, there is a map f : E/G→ BG such that E ∼= f∗u. This bundle
map must come from a G-equivariant map f̃ : E → EG which induces f when taking G-
quotients. Since both E and EG are contractible, f̃ is a homotopy equivalence. Since E
and EG are G-free, f̃ induces an isomorphism on all fibers. It follows that E/G→ BG is
a homotopy equivalence. (It’s true locally and hence globally by paracompactness.)

Corollary 3.6.5. The maps Gn(R∞) → BGLn(R) and Gn(C∞) → BGLn(C) are
homotopy equivalences.

Proof. If suffices by Corollary 3.6.4 to show that the infinite-dimensional Stiefel “man-
ifolds” Vn(R∞) of n-frames in R∞ are contractible. This follows from the observation
that the linear homotopy

Vn(k
N )× [0, 1]→ Vn(k

N+n)

from an n-frame in kN to the constant map which takes as value the standard n-frame
in the last n coordinates of kN+n, is well-defined.
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4.1. Čech cohomology
In order to turn the cocycle characterization into an alternative definition for vector
bundles, we need to get rid of the dependence on a particular open cover {Uα}. A good
approach to doing this is via Čech cohomology, which has the added benefit of being a
suitable definition of singular cohomology. This is where characteristic classes live.
Let U = {Uα}α∈I be an open cover of a spaceX. As before, we denote by U =

⨿
α∈I Uα

the disjoint union of all elements of the cover, by p : U → X the canonical projection.
We also abuse notation and write U for the topological groupoid (U,U ×X U) (cf.
Example 2.3.11). The nerve NU is thus a simplicial space whose geometric realization
is homotopy equivalent with X (Theorem 3.5.3) as long as X is paracompact.
Now let F be a sheaf on X, i. e. a functor from Open(X) to some category C. If

U , V ∈ Open(X) are disjoint then U ⊔ V ∈ Open(X) is their categorical coproduct in
Open(X). The sheaf condition implies that F (U ⊔ V ) ∼= F (U) × F (V ). However, if U
and V are not disjoint, their categorical coproduct does not exist. This is impractical for
what follows; we therefore extend the functor F : Open(X)→ C to a larger category.

Definition. A map f : Y → X of topological spaces is called a partial cover if it is a
disjoint union of open inclusions. It is called a cover if it is also surjective. Define a
category S(X) with objects the partial covers of X and morphisms commuting triangles

Y1 Y2

X

f

Such a map is called a cover if f is a cover.

We can now extend the definition of a sheaf:

Definition. A sheaf on X with values in C is a contravariant functor F : S(X) → C
which sends coproducts to products and such that for each cover f ∈ HomS(X)(U, Y ),
the diagram

F (Y )→ F (U)⇒ F (U ×Y U)

is an equalizer.

The reason for this extension is that we can now apply the sheaf F to the simplicial
space NU to get a cosimplicial object in C.
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Definition. The category of cosimplicial objects in C is the functor category from the
cosimplicial category ∆ (cf. Section3.2) to C. Similarly, the category of coaugmented
cosimplicial objects in C is the functor category from ∆+ to C. We denote the images
of the standard coface and codegeneracy maps din and sin in C by the same names.

Definition. For a cover U , we define the Čech n-cochains of X with respect to the cover
U and values in the sheaf F : S(X)→ C to be

CnU (X;F ) = F (Nn(U)).

Since NU is a simplicial object in S(X) and F is a contravariant functor, the Čech
cochains form a cosimplicial object in C, coaugmented by F (X):

F (X)→ F (U)⇒ F (U×X U) · · · .

Example 4.1.1. We have that C0
U (X;F ) =

∏
α F (Uα). The homomorphism d00 : C

−1 →
C0 is just restriction: d00(c)α = c|Uα . In dimension 1, we have

C1
U (X;F ) =

∏
α,β

F (Uαβ)

and the two maps d10 and d11 are given by

d10((cα))α,β = cβ|Uαβ
and d11((cα))α,β = cα|Uαβ

We see that the diagram

1→ C−1
U (X;F )

d00−→ C0
U (X;F )

d10
⇒
d11

C1
U (X;F )

is an equalizer diagram.

Definition. Given a cosimplicial abelian group A, we define maps

dn : An → An+1 by dn(x) = d0n(x)− d1n(x) + d2n(x)− · · · ± dnn(x)

and groups

Zn(A) = ker(dn : An → An+1),

Bn(A) = im(dn−1 : An−1 → An),

and

Hn(A) =Zn(A)/Bn(A)

If A is merely a cosimplicial (possible nonabelian) group, we can still define

Z1(A) = {x ∈ A1 | d0(x)d1(x)−1d2(x) = 1}
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and
H1(A) = Z1(A)/A0,

where A0 acts on Z1(A) by a0.a1 = d10(a0)a1d
1
1(a0)

−1. Note that for abelian A, the two
definitions of H1

U coincide.
If A is just a cosimplical set, we can only define

H0(A) = Z0(A) = {x ∈ A0 | d00(x) = d10(x)}.

Definition. Let F be a sheaf of abelian groups on a space X and U an open cover of X.
Then the Čech n-cocycles, Čech n-coboundaries, and the nth Čech cohomology groups
with respect to the cover U are defined by

ZnU (X;F ) = Zn(F (NU)); Bn
U (X;F ) = Bn(F (NU)); HnU(X;F ) = Hn(F (NU)).

If F is merely a sheaf of groups, we can still define ZiU and H i
U for i ≤ 1; for F a sheaf

of sets only for i = 0.

Definition. A cosimplicial homotopy from a cosimplicial objectX to a cosimplical object
Y in a category C is a cosimplicial map h : X → hom([1], Y ), where hom(S, Y ) for a
simplicial set S and a cosimplicial object Y denotes the cosimplicial object hom(S, Y )n =
hom(Sn, Y

n). We say that h is a homotopy from f to g if h(x)(0) = f(x) and h(x)(1) =
g(x) and that f and g are cosimplicially homotopic if such a homotopy exists.

Lemma 4.1.2. Cosimplicially homotopic maps induce the same maps in cohomology.

Proof. For the sake of simplicity, we will show the proof for a sheaf with values in abelian
groups, leaving the cases of H1 for groups and H0 for sets to the reader.
Given a cosimplicial homotopy h : X → hom([1], Y ), denote by h̃ : Xn+1 → Y n the

map defined by h̃(x) =
∑n

i=0(−1)isih(x)(αi), where αi : [n]→ [1] is the map that sends
i→ 0 and i+1→ 1. Then h̃ is a homotopy of cochain complexes, i. e. f − g = dh̃+ h̃d.
Thus f and g induce the same map in cohomology.Check signs and

details.
Given a refinement {Vβ} of an open cover {Uα} of X, the map of nerves NV→ NU

is well-defined up to simplicial homotopy by Proposition 3.5.2 and therefore the map
induced on CU (X) → CV(X) is well-defined up to cosimplicial homotopy and thus
induces a well-defined map on Čech cohomology. We have proved:

Theorem 4.1.3. Let {Uα}α∈I be an open cover of X with a refinement {Vβ}β∈J . Let
ρ, σ : J → I be two functions such that Vβ ⊆ Uρ(β), Vβ ⊆ Uσ(β). Denote by ρ∗ and
σ∗ : CnmathcalU (X;G) → CnV(X;G) the induced maps on Čech cochains. Then on coho-
mology,

ρ∗ = σ∗ : H∗
U (X;G)→ H∗

V(X;G).
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Definition. The nth Čech cohomology group of X with coefficients in G (n ∈ N0, n ≤ 1
if is G nonabelian) is the colimit

Hn(X;G) = colim
U

Hn
U (X;G),

where U runs over the poset Cov(X) of open covers of X with a morphism from U to V
if V is a refinement of U .

Lemma 4.1.4. The poset C = Cov(X) is directed, i. e. for every two elements U ,
V ∈ C there is a third element W with U ≤ W ≥ V.

Proof. If U = {Uα}α∈I and V = {Vβ}β∈J , define W = {Uα ∩ Vβ}(α,β)∈I×J .

Lemma 4.1.5. Let F : C → Ab be a functor, where C is a directed ordered set and Ab
is the category of abelian groups. Then

1. For every x ∈ colimC F , there exists c ∈ C and xc ∈ F (c) such that ιc(c) = x.

2. If x ∈ F (c) and y ∈ F (d) are such that ιc(x) = ιd(y) ∈ colimC F then there exists
e ∈ C, c ≤ e ≥ d such that x 7→ e and y 7→ e in F (e).

Proof. For c ≤ d in C, let ιcd : F (c) → F (d) denote the induced map. Then one easily
sees that colimF can be constructed as

colim
C

F =
⊕
c∈C

F (c)/ ∼,

where ∼ is generated additively by x ∼ ιcd(x) for x ∈ F (c). Thus every element x ∈
colimC F has a representative (yd)d∈C ∈

⊕
d∈C . Since all but finitely many yd are zero

and C is directed, there exists a c such that d ≤ c for all c such that yd ̸= 0. Thus
xc =

∑
d∈C ιdc(yd) is well-defined, and ιc(xc) = x. This proves the first part.

For the second part, we may assume c = d since we can otherwise pass to a common
upper bound of c and d in C because C is directed. Moreover, the first part showed that
the colimit in abelian groups is actually equal to the colimit in sets, thus we verify the
claim using the universal property for colimits of set-valued functors. If ιce(x) ̸= ιce(y)
for all e ≥ c then we can construct compatible maps from F (a) to {0, 1} for all a ∈ C
with α(c) 7→ 0 and α(d) 7→ 1 and hence the induced map from the colimit must map
ιc(x) to 0 and ιc(y) to 1, which is a contradiction.

Lemma 4.1.6. Let C be a directed poset and D ⊆ C cofinal, i. e. such that for
every c ∈ C there is a d ∈ D with c ≤ D. Let F : C → Set be a functor. Then
colimC F ∼= colimD F |D.

Proof. Since there are compatible maps F (d) → colimC F for every d ∈ D, there is a
natural map colimD F |D → colimC F , and we have to show it is bijective. For surjectiv-
ity, any x ∈ colimC F has a representative xc ∈ F (c), thus also ιcd(xc) ∈ F (d) for some
d ≥ c. For injectivity, if xd, yd′ map to the same element in colimC F then there is a
c ∈ C such that ιdc(xd) = ιd′c(yd′) by Lemma 4.1.5. By cofinality, we can choose c ∈ D
and thus xd and yd′ become equivalent in colimD F |D.
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Theorem 4.1.7. Let X be a paracompact space and G ba a topological group. Then the
natural map

Φ: : PrincG(X)/iso→ H1(X;G)

which sends a principal G-bundle to the equivalence class of its cocycle, is a bijection.

Proof. By Propositions 2.3.6 and 2.3.7, the map

{principal G-bundles on X with trivializing cover U}/iso→ H1
U (X,G)

is a bijection and induces a well-defined map Φ as in the statement of the theorem. For
injectivity, assume two vector bundles induce the same cohomology class in the colimit.
Then by the above lemma, they have to agree already for some cover U . Hence the
cocycles are cohomologous for the cover U and the corresponding vector bundles are
isomorphic. For surjectivity, any cohomology class lies in H1

U for some U by the above
lemma and hence comes from a vector bundle trivialized over U .

Combining this result with Theorem 3.6.2, we obtain:

Corollary 4.1.8. For paracompact X and topological groups G, there is a natural bijec-
tion

H1(X;G) ∼= [X,BG].

4.2. Functoriality
A morphism of sheaves of abelian groups A → B on X induces a map between Čech
cocycles and hence a homomorphism H∗(X;A)→ H∗(X;B). This makes H∗(X;−) into
a covariant functor. But there is also a contravariant functoriality with respect to maps
f : X → Y of spaces. Given an open cover V of Y , write f−1V for the open cover of
X consisting of f−1(V ) with V ∈ V, and f−1V for the associated topological groupoid.
Then f induces a simplicial map

f : N f−1V→ NV.

If A is a sheaf of abelian groups on X then f∗A is a sheaf of abelian groups on Y
defined by f∗A(V ) = A(f−1V ) (cf. Section 2.4.1). By this definition, we have a natural
isomorphism

A(N f−1V) ∼= f∗A(NV)

which is compatible with the simplicial structure, and thus an induced isomorphism

Hn
f−1V(X;A) ∼= Hn

V (Y ; f∗A).

By passing to the colimit over all open covers V, we thus get an induced map

f∗ : Hn(Y ; f∗A)→ Hn(X;A) (4.2.1)

which may or may not be an isomorphism; the reason being that f−1V does not, in
general, range over all open covers of X. For instance, if f is a constant map, f−1V only
produces the trivial cover on X.
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Lemma 4.2.2. If f : X ↪→ Y is the inclusion of a subspace, the map f∗ : Hn(Y ; f∗A)→
Hn(X;A) is an isomorphism.

Proof. By the definition of the subspace topology, every open set U ⊆ X is the intersec-
tion V ∩X of an open set V ⊆ Y with X. Thus every open cover U of X is contained
in f∗V for an open cover V of Y . By Lemma 4.1.6,

Hn(X;A) ∼= colim
V

Hn
f−1V(X;A).

We will now restrict out attention on a particular class of sheaves: representable
sheaves, and in particular, locally constant sheaves.

Definition. A sheaf F of topological spaces (groups, abelian groups) is called repre-
sentable if it is isomorphic to map(−, X) for some topological space (group, abelian
group) X. If X is discrete, we call F locally constant.

If A is a (topological) group, we will denote the sheaf map(−, A) on any space X
simply by A, without danger of confusion.

Lemma 4.2.3. Let A be an abelian group and f : X → Y a map of topological spaces.
Then there is an induced map

f∗ : Hn(Y ;A)→ Hn(X;A)

making Hn(−;A) a contravariant functor on the category of topological spaces.

Proof. The pushforward sheaf f∗A on Y is given by f∗A(V ) = map(f−1(V ), A) and thus
there is a natural map A→ f∗A on Y given by

map(V,A) g 7→f◦g−−−−→ map(f−1(V ), A).

Composing this map with the map f∗ : Hn(Y ; f∗A) → Hn(X;A) of (4.2.1) gives the
desired map.

4.3. The long exact sequence
Lemma 4.3.1. Let F ′, F, F ′′ : C → Ab be functors from a directed set C to abelian
groups and assume there are natural transformations F ′ → F → F ′′ such that F ′(c) →
F (c)→ F ′′(c) is exact for all c. Then colimC F

′ → colimC F → colimC F
′′ is also exact.

Proof. Let x ∈ colimC F map to 0 in colimC F
′′. Choose a representative xc ∈ F (c),

which exists by Lemma 4.1.5. While xc might not map to 0 in F ′′(c), it maps to 0 in
F ′′(d) for some d ≥ c by Lemma 4.1.5 again. Replacing c by d, we can thus assume
without loss of generality that it does map to 0 in F ′′(c). By exactness at c, there is
thus a preimage in F ′(c), which maps to a preimage in colimC F

′.
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Lemma 4.3.2. Let 0 → A′ i−→ A
j−→ A′′ → 0 be a short exact sequence of cosimplicial

abelian groups. Then there is a long exact sequence in cohomology

0→ H0(A′)
j∗−→ H0(A)

i∗−→ H0(A′′)
δ−→ H1(A′)

j∗−→ H1(A)
i∗−→ H1(A′′)

δ−→ · · · .

If 0 → A′ i−→ G
j−→ G′′ → 1 is merely a short exact sequence of groups with A′ abelian

(and normal in A), we still have a somewhat long exact sequence of pointed sets

0→ H0(A′)
j∗−→ H0(G)

i∗−→ H0(G′′)
δ−→ H1(A′)

j∗−→ H1(G)
i∗−→ H1(G′′)

δ−→ H2(A′).

Proof. The first statement is a standard result from homological algebra once we notice
that a short exact sequence of cosimplicial abelian groups gives rise to a short exact
sequence of cochain complexes.
The second part is a good exercise.

Corollary 4.3.3. Let 0→ A′ i−→ A
j−→ A′′ → 0 be a sequence of sheaves of abelian groups

which is exact as a sequence of presheaves. Then for any space X, there is a naturalCounterexample
for short ex-
act sequences
of sheaves? Cf.
Godement 5.10/11

long exact sequence of Čech cohomology groups

0→ H0
U (X;A′)→ H0

U (X;A)→ H0
U (X;A′′)

d−→ H1
U (X;A′)→ · · ·

as well as their colimits

0→ H0(X;A′)→ H0(X;A)→ H0(X;A′′)
d−→ H1(X;A′)→ · · ·

Proof. By assumption, 0→ CnU (X;A′)→ CnU (X;A)→ CnU (X;A′)→ 0 is exact for each
n. By Lemma 4.3.2, the first part follows. The second claim follows from the first by
Lemma 4.3.1.

Definition. Let (X,x0) be a pointed space. Then the nth reduced cohomology group
with coefficients in a sheaf of abelian groups A is defined by

H̃n(X;A) = ker(Hn(X;A)→ Hn({x0};Ax0)).

In the particular case whereA is representable, we have thus that Cn(X;A) =
∏
α0,··· ,αn

map∗(Uα0···αn , A),
where map denotes the maps that send the base point x0 to A if it belongs to Uα0···αn .

Lemma 4.3.4. Let K ⊆ X be a closed subset which is a neighborhood retract for some
U ⊆ X. Denote by i : K → X the inclusion, and let A be a topological abelian group.
Let F = i∗i

∗A = i∗(A|U ). This sheaf is given by

F (V ) = {f : V → A | f |V ∩K = 0}.

Then Hn(X;F ) ∼= H̃n(X/K;A).
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Proof. We have that F (Uα0···αn) = map∗(Uα0···αn/K ∩ Uα0···αn , A), where map∗ denotes
the maps that send the base point V ∩ Uα0···αn to 0. Thus we have

Hn
U (X;F ) ∼= H̃n

U/K(X/K;A)

and since U/K ranges over all open covers of X/K as U ranges over the open covers of
X, we obtain the claimed result.

Corollary 4.3.5. Let K ⊆ X be a neighborhood retract and A a topological abelian
group. Then there is a long exact sequence in cohomology:

0→ H̃0(X/K;A)→ H0(X;A)→ H0(K;A)→ H̃1(X/K;A)→ · · · .

Proof. The sequence
0→ F → A→ i∗i

∗A→ 0

where i : K → X is the inclusion and F as in Lemma 4.3.4, is not exact on the right,
but it is whenever evaluated on an open set that lies either in the neighborhood U of
K or in the complement X −A. For open covers consisting of such sets, we get a short
exact sequence of chain complexes

0→ F (NU)→ A(NU)→ i∗i
∗NU → 0

and hence a long exact sequence

0→ H̃0
U (X/K;A)→ H0

U (X;A)→ H0
U (K;A)→ H̃1

U (X/K;A)→ · · · .

Since such compatible open covers are cofinal in all open covers, we obtain the long exact
sequence in Čech cohomology.

4.4. Homotopy invariance
Definition. A sheaf F on a paracompact topological space X is called soft if for every
closed set K ⊆ X, the restriction map F (X) → colimU⊇K F (U) is surjective, where U
runs over the directed set of all open sets containing K.
It is called fine if the sheaf of maps Hom(F, F ) is soft, i. e. if every sheaf homomorphism

F |K → F |K can be extended to all of X.

Example 4.4.1. The sheaf C0 is soft by the Tietze extension theorem. The same is true
for the sheaf C∞ of smooth functions on a manifold by using a smooth bump function.

Lemma 4.4.2. Let F be a soft sheaf of (topological) abelian groups on a paracompact
space X and s ∈ F (X) a global section. Then for any open cover U = {Uα}α∈I , there
exists a partition of s with respect to U . This means that there are sα ∈ F (X) such that

• supp(sα) ⊆ Uα and the supports are locally finite;

•
∑

α∈I sα = s.
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Proof. This is an application of Zorn’s Lemma to the poset

{(J, (sα)α∈J) | J ⊆ I, (sα)α∈J partition of s|∪
α∈J Uα

}

whose details we leave to the reader.

Proposition 4.4.3. Let X be paracompact. Then fine sheaves of abelian groups on X
are soft, and soft sheaves of rings are fine. Any module sheaf over a soft (fine) sheaf of
rings is also soft (fine).

Proof. Let R be a soft sheaf of rings and M an R-module sheaf. Let K ⊆ X be closed
and t ∈M(U)→M(K), where U is some open set containing K. Pick some other open
set V ⊃ K such that V ⊂ U ; this exists by paracompactness. Then by Lemma 4.4.2,
there exists a partition of 1 ∈ R(X) consisting of two sections {sU , sX−V } with supports
as indicated in the indices. Then sU t is an extension of t|V to M(X), thus M is soft. In
particular, Hom(M,M), as an R-module sheaf, is soft, hence M itself is even fine.
If A is a fine sheaf of abelian groups then by definition, Hom(A,A) is a soft sheaves

of rings, over which A is a module sheaf, thus A is soft.

Proposition 4.4.4. Let X be a paracompact space and A a soft sheaf of abelian groups
on it. Then Hn(X;A) = 0 for n > 0.

Proof. Let x ∈ Hn(X;A) be represented by a covering {Uα}α∈I and a cocycle (cJ : UJ →
A)J⊆I , where J runs through all (n + 1)-element subsets of I. Since UJ is open and
not closed, it will in general be impossible to extend cJ to any larger set. However,
by paracompactness, we can shrink the covering, i. e. pass to a covering {Vα} with
V α ⊂ Uα, and cJ |VJ will still represent x, and can now be extended. Thus we may
assume without loss of generality that every cJ extends to any open set containing UJ .
Choose a well-ordering on the index set, i. e. assume I = {1, 2, 3, . . . }, possibly

uncountable. We construct a cochain (uK : UK → A), where K runs through all n-
element subsets of I and d((uK) = (cJ). If {1, . . . , n − 1} ⊆ K, choose uK arbitrarily,
for instant as the trivial function. Now we use induction and assume that uK is defined
for every K such that |K ∩{1, . . . , N}| = n− 1 for some N . If |K ∩{1, . . . , N +1}| = n,
i. e. N + 1 ∈ K, let k denote the smallest integer not in K (necessarily less or equal to
N) and define

uK = cK∪{k} +

n∑
i=1

(−1)iuKi∪{k},

extended to all of UK in any way. Here Ki denotes K with the ith element omitted.
The cocycle condition on cJ guarantees that d((uK)) = (cJ).

Corollary 4.4.5. Let X be a paracompact space and N a C0
X-module sheaf. Then

Hn(X;N) = 0 for n > 0. Similarly, for M a smooth manifold and N a C∞
X -module

sheaf, Hn(X;N) = 0 for n > 0.
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Now let A be a topological abelian group. As shown in Corollary 3.2.12, A acts freely
on EA, but in the case of an abelian group A, EA is actually itself a group which has A
as a normal subgroup acting by left multiplication with quotient group BA. Thus

0→ A→ EA→ BA→ 0

is a short exact sequence of topological abelian groups.

Lemma 4.4.6. For any contractible space F the sheaf on a paracompact space X rep-
resented by F is soft.

Proof. Let h : F × [0, 1] → F be a contracting homotopy, that is, F0 is constant (= p)
and F1 = id. Let K ⊂ X and s : U → F represent a section of F over X for some open
U ⊃ K. Choose another open set V ⊃ K such that V ⊂ U . It suffices to extend s|V
over all of X. Choose a map f : X → [0, 1] with f |V = 1 and fX−U = 0. Now define
s̃ : X → F by

s̃(x) =

{
h(x, f(x)); x ∈ U
p x ̸∈ U.

Then s̃|V = s|V and we are done.

Corollary 4.4.7. For any space X, topological abelian group A, and integer n ≥ 1, we
have a natural isomorphism

Hn+1(X;A) ∼= Hn(X;BA).

Proof. The short exact sequence 0 → A → EA → BA → 0 induces a long exact
sequence in Čech cohomology by Corollary 4.3.3. By Lemma 4.4.6, EA is soft and
hence, by Proposition 4.4.4, Hn(X;EA) = 0 for n > 0. Thus the long exact sequence
splits into isomorphisms

Hn(X;BA)
d−→ Hn+1(X;A)

for n ≥ 1.

Corollary 4.4.8. For paracompact spaces X and any topological abelian group A, there
is a natural isomorphism

Hn(X;A)→ [X,BnA]

for n > 0; if A is discrete, this also holds for n = 0.

Proof. For n ≥ 1, by repeated application of Corollary 4.4.7, there is a natural iso-
morphism Hn(−;A) ∼= H1(−;Bn−1A). Thus cohomology classes in Hn(X;A) can be
identified with principal Bn−1A-bundles on X. By Corollary 4.1.8, the result follows.
For n = 0, we have that H0(X;A) = map(X,A) which is equal to [X,A] when A is

discrete.

Definition. When A is a discrete abelian group, the space BnA is called an Eilenberg-
Mac Lane space of type (A,n) and usually written as K(A,n).
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Corollary 4.4.9. Let f, g : X → Y by two homotopic maps between paracompact spaces
and A a discrete abelian group. Then

f∗ = g∗ : Hn(Y ;A)→ Hn(X;A).

The homotopy invariance is not only a strong rigidity result but also shows that in
almost all cases, taking a colimit over all covers of a space can be avoided:
Theorem 4.4.10. Let U be a contractible cover of a paracompact space. Then the
canonical map

Hn
U (X;A)→ Hn(X;A)

is an isomorphism for all n ≥ 0 and all sheaves of abelian groups A.
Proof. This is true by the sheaf property for n = 0 and by Corollary 3.5.7for n = 1. The
result follows for all n by Corollary 4.4.7.

This gives in principle a method to reduce the computation of cohomology groups to
a finite problem as long as we can find a contractible cover. However, even the smallest
contractible covers of relatively simple spaces like spheres or projective spaces tend to
have quite a lot of elements.
Exercise 9. Show that the sphere Sn has a contractible cover consisting of n+1 elements.

4.5. The Mayer-Vietoris sequence
Let X = U ∪ V be a union of two open sets and A a sheaf of abelian groups on X.
Denote the inclusion maps by i : U → X, j : V → X, and k : U ∩ V → X. By the gluing
axiom of sheaves, we have that

0→ A→ i∗(A|U )⊕ j∗(A|V )→ k∗(A|U∩V )

is exact, where the right hand side map is the difference of the restriction maps. This
sequence not generally exact on the right, but it is on all Y ⊂ X such that Y ⊆ U or
Y ⊆ V .
Now let U be an open cover of X with U =

⨿
U . Assume that every element of U is

either entirely contained in U or entirely contained in V . Denote by U|Y for Y ⊆ X the
intersection of the open cover with Y , and by U|Y the associated topological groupoid.
Then

0→ A(NU)→ i∗A(NU|U )⊕ j∗A(NU|V )→ k∗A(NU|U∩V )→ 0

is a short exact sequence of chain complexes and therefore gives rise to a long exact
sequence in cohomology. Since the poset of covers which are compatible with the union
U ∪ V in the above sense is cofinal in all covers, we get a long exact sequence in Čech
cohomology:

0→ H0(U ∩ V,A)→ H0(U,A)⊕H0(V,A)→ H0(X,A)→ H1(U ∩ V,A)→ · · · .

This is known as the Mayer-Vietoris sequence.

60



4.6. The product in cohomology

Exercise 10. Show by induction that

Hk(Sn;A) = Hk({∗};A)⊕

{
A; k = n

0; otherwise.

for all k, n ≥ 0.

Corollary 4.5.1. We have that

Hn(CP k;A) =
{
0 n odd or n > 2k

A otherwise

Proof. The inclusion of the equator CP k−1 → CP k is a neighborhood retract with
quotient S2k. Using our knowledge of the cohomology of Sn and Corollary 4.3.5, we
obtain the result by induction.

Corollary 4.5.2. If A is an F2-vector space then

Hn(RP k, A) =
{
0 n > k

A otherwise

Proof. The inclusion RP k−1 → RP k has quotient Sk and the result follows as in Corol-
lary 4.5.1.

Exercise 11. Show that the map RP 2n → CPn which sends a 1-dimensional real
subspace V of Cn to its complexification V ⊗R C, induces an injection H∗(CPn;A)→
H∗(RPn;A) for each F2-vector space A.

4.6. The product in cohomology
Let X, Y be spaces and A, B sheaves of abelian groups on X resp. Y . Furthermore let
U and V be open covers of X resp. Y .
We can now consider the presheaf on X × Y given by

U × V 7→ A(U)⊗B(V ),

and extended to all opens of X × Y by the gluing condition. This, unfortunately, is
often not a sheaf due to the fact that the tensor product does not preserve the equalizer
diagram in the sheaf condition. We need to “sheafify”.

Proposition 4.6.1. Let X be a topological space and F : Bop → C a presheaf defined
on some basis B ⊆ Open(X) of the topology of X with values in a category C that has
all limits and directed colimits. As for sheaves, let Fx denote the stalk of F at x ∈ B
and, for t ∈ F (V ) and x ∈ V , let tx denote the image of t in Fx. Let U = {Uα}α∈I ⊆ B
be an open cover of U ⊆ X. Define

F̃ : Open(X)op → C
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by F (U) = colimU FU (U) over all open covers of U , where FU (U) is the equalizer

FU (U)→
∏
α

F (Uα)⇒
∏

α,β∈I, x∈Uαβ

Fx,

where the maps are given by tα 7→ (tx)
α,β and tα 7→ (tx)

β,α, respectively.
Then F̃ is a sheaf on X and the map of presheaves F → F̃ given by restriction has

the universal property that for any other sheaf G on X,

Hom(F,G|B) ∼= Hom(F̃ , G).

Proof. Exercise.

We apply this proposition for the basis B = {U × V } of X × Y to construct the sheaf
A⊗B on X × Y as

A⊗B = (U × V 7→ A(U)⊗B(V ))∼

Now write U ×V for the open cover of X ×Y by the open sets U ×V with U ∈ U and
V ∈ V.
Then we can define an “external product”

CmU (X;A)⊗ CnV(Y ;B)→ Cm+n
U×V (X × Y ;A⊗B) (4.6.2)

by sending α⊗β to the cochain α×β defined on the summand (Ui0×Vj0)∩· · ·∩(Uim+n×
Vjm+n) by

α× β = α|Ui0···im
⊗ β|Vjm···jm+n

.

This product is compatible with the face maps in the sense that

dm+n
i (α× β) =

{
dmi (α)× β; i ≤ m
α× dni−m(β); i > m.

Hence it is compatible with the chain complex differentials dn in the sense that

dm+n(α× β) = dm(α)× β + (−1)mα× dn(β).

Theorem 4.6.3 (Eilenberg-Zilber). The external product (4.6.2) is a simplicial homo-
topy equivalence.

Proof. We leave it as an exercise to the reader to construct a homotopy inverse and
simplicial homotopies with the identity functor.

Given two chain complexes (A, dA) and (B, dB) of R-modules, we define their tensor
product A⊗R B by

(A⊗R B)n =
⊕
i+j=n

Ai ⊗R Bj

with differential given by

d(xi ⊗ yj) = dA(xi)⊗ yj + (−1)ixi ⊗ dB(yj) for xi ∈ Ai, yj ∈ Bj .
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The sign convention ensures that A⊗R B is indeed a chain complex again. We use the
same notation A ⊗R B when A and B are just graded R-modules as we can think of
them as chain complexes with zero differential.

Theorem 4.6.4. Let A and B be chain complexes of free R-modules. Assume that
Hi(A) is also a finitely generated free R-module for all i. Then the cross product induces
an isomorphism

H∗(A)⊗R H∗(B)→ H∗(A⊗R B).

Proof. Consider the two graded functors F , G : ChR → ModR given on chain complexes
of R-modules by

F (M) = H∗(A)⊗R H∗(M); G(M) = H∗(A⊗RM).

Both functors are cohomological, i. e. they map short exact sequences of R-modules to
long exact sequences and commute with (infinite) direct sums. This is true for F because
H∗(A) is free and hence tensoring with it is an exact functor, and for G because A is
free. (Flatness would of course suffice in both cases, but we will not need this added
generality.) Furthermore, F (R) = H∗(A) = G(R). By exactness and the long exact
sequence, they agree on all chain complexes.

Corollary 4.6.5 (Künneth Theorem). Let R be a ring and X, Y spaces such that
H i(X;R) is a finitely generated free R-module for all i. Then the cross product induces
an isomorphism

H∗(X;R)⊗R H∗(Y ;R)→ H∗(X × Y ;R).

Proof. This is a combination of the Eilenberg-Zilber theorem (4.6.3) and Theorem 4.6.4
once we observe that CmU (X;R) is a free R-module for all open covers U of X and the
direct limit functor is exact.

In particular, it induces a well-defined product

Hm
U (X;A)⊗Hn

V (Y ;B)
×−→ Hm+n

U×V (X × Y ;A⊗B)

since if α and β are cycles then so is α × β, and if α = dm−1(γ) and β is a cycle then
dm+n−1(γ × β) = α× β + (−1)m−1γ × 0, thus α× β is a boundary, and similarly if β is
a boundary.
Since the product × is natural with respect to refinements of coverings, it thus induces

an external product in Čech cohomology.

Theorem 4.6.6. The ×-product is associative and graded commutative, i. e. the fol-
lowing diagram commutes:

Hm(X;A)⊗Hn(Y ;B) Hm+n(X × Y ;A⊗B)

Hn(Y ;B)⊗Hm(X;A) Hm+n(Y ×X;B ⊗A).

×

(−1)mn tw tw∗

×
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Here tw denotes the twist map x × y 7→ y × x and tw∗ the map induced in Hm+n by
twisting both the spaces and the coefficient sheaves.

Proof. Associativity holds on the level of Čech cochains, as can easily be seen from the
definition. (Graded) commutativity is a more subtle endeavor since

α|Ui0···im
⊗ β|Vjm···jm+n

̸= ±α|Uin+1···in+m
⊗ β|Vj0···jn .

(The failure of commutativity on this level gives rise to cohomology operations, but we
will not pursue this subject further in these notes.)
We can, however, construct a cosimplicial homotopy between α×β and (−1)mnβ×α:

h : Cm(X;A)× Cn(Y ;B)×map([m+ n− 1], [1])→ Cm+n−1(X × Y ;A×B)

by

h(α, β, f) =

{
α|Ui0···ikik+n···im+n−1

⊗ β|Vjk···jk+n
; if k is minimal with f(k) = 1 and k < m;

0; otherwise.

By Lemma 4.1.2, graded commutativity follows.

Now if R is a sheaf of rings on a space X, we can construct a product

Hm(X;R)⊗Hn(X;R)
×−→ Hm+n(X×X;R×R) ∆∗

−−→ Hm+n(X;R⊗R) mult.−−−→ Hm+n(X;R).

This product is called the “cup product” because it is sometimes denoted by x ⌣ y, but
more often just by concatenation xy.

Corollary 4.6.7. The cup product construction gives H∗(X;R) the structure of an
associative, graded-commutative ring with unity. Graded commutativity means that xy =
(−1)|x|·|y|yx, where x ∈ H(|x|(X;R) and y ∈ H(|y|(X;R).

Proof. Immediate from Theorem 4.6.6.

4.7. Examples of cohomology rings
Example 4.7.1. We have seen in Exercise 10 that for any ring R, H∗(Sk;R) = R⟩e, f⟨,
where e lies in Hk. If we choose e to be the constant cochain with value 1 ∈ R, it will
act as a unity in the ring H∗(Sk;R). For degree reasons, f2 = 0. Thus

H∗(Sk;R) = R[f ]/(f2) =
∧

(f)

is an exterior algebra on one generator f in degree k.

Theorem 4.7.2. Let R be any commutative ring. Then H∗(CPn;R) ∼= R[c1]/(c
n+1
1 ),

where c1 ∈ H2(CPn;R) projects to the generator f ∈ H2(S2;R) ∼= H2(CP 1;R) ∼= R
under the standard inclusion CP 1 ↪→ CPn.

Similarly, if R is an F2-algebra, H∗(RPn;R) ∼= R[w1]/(w
n+1
1 ), where w1 ∈ H1(RPn;R)

projects to the generator f ∈ H1(S1;R) ∼= H1(RP 1;R) ∼= R under the standard inclusion
RP 1 ↪→ RPn.
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Proof. We will consider the case of CPn first. Consider a point [a0 : · · · : an] ∈ CPn as
a nonzero polynomial a0+a1z+ · · ·+anzn up to scalar multiplication. Let T = (CP 1)n

and define a map
ϕ : T → CPn

by multiplication of polynomials. Choose n pairwise disjoint disks D1, . . . , Dn ⊂ CP 1

and note that ϕ|D1×···×Dn is an embedding into the set of separable polynomials (complex
polynomials with pairwise distinct roots) because of the fundamental theorem of algebra.
Writing Dσ = Dσ(1) × · · · ×Dσ(n) for any permutation σ ∈ Σn, we have that

K = ϕ−1(ϕ(D1 × · · · ×Dn)) =
⨿
σ∈Σn

Dσ.

If we denote by Uσ the interior of Dσ, we have that

T/(T −K) =
∨
σ∈Σ

Dσ/(Dσ − Uσ) ∼=
∨
σ∈Σ

S2n,

and ϕ : Dσ/(Dσ − Uσ)→ CPn/(CPn − ϕ(Uσ)) is a homeomorphism.
In cohomology, ϕ induces maps of long exact sequences

0 H2n(CPn/CPn − ϕ(K) H2n(CPn) H2n(CPn − ϕ(K)) 0

0 H2n(T/(T −K)) H2n(T ) H2n(T −K) 0

ϕ∗ ϕ∗ ϕ∗

The cohomology groups on the right hand side are 0. This is actually true for in gen-
eral for the nth cohomology of an n-dimensional manifold with boundary, but in these
concrete cases it suffices to check that CPn − {∗} and T − {∗}, where ∗ is an arbitrary
point, have vanishing H2n by building these spaces up from disks using the long exact
sequence.
The other groups are all isomorphic withR: H2n(T ) by the Künneth theorem (Cor. 4.6.5),

H2n(CPn) by Corollary 4.5.1, and the groups on the left hand side because the horizon-
tal arrows are isomorphisms. Since the left hand map is a sum of n! identity maps, the
middle map is also multiplication by n!.
Now let c1 ∈ H2(CPn;R) be a generator. Then ϕ∗(c1) =

∑n
i=1 fi, where fi = 1 ×

· · · × f × 1× · · · × 1 ∈ H2(T ). Since ϕ∗ is an algebra map, ϕ∗(cn1 ) = n!(f × · · · × f), thus
cn1 generates H2n(CPn;R).
To derive the claim for RPn, note that by Exercise 11, the complexification map

RP 2n → CPn is injective in cohomology with 2-torsion coefficients, thus it suffices to
show that the one-dimensional class w1 ∈ H1(RP 2) has a nontrivial square. This can
be checked with an explicit triangulation of RP 2, cf. [Bre97, Example VI.4.7].
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4.8. De Rham cohomology of manifolds
Let M be a smooth manifold. Then we define the sheaf of alternating k-forms as

Ωk(M) =
k∧
i=1

T ∗M,

where T ∗M = Hom(TM,R) is the cotangent bundle, i. e. the linear dual of the tangent
bundle. These sheaves fit into a chain complex

0→ R = Ω−1(M)→ Ω0(M) = C∞
M

d−→ Ω1(M)
d−→ · · · , (4.8.1)

where d : Ωk(M) → Ωk+1(M) is the exterior differential. Note that Ωk(M) = 0 if
k > dim(M).

Lemma 4.8.2 (Poincaré lemma). The sequence (4.8.1) is exact.

The Poincaré lemma is actually a bit more specific: any closed k-form on a contractible
space U is exact. We inserted a copy of the reals in degree −1 to make it exact at the
position, too: a function f on a contractible set with zero differential is constant.

Definition. The kth de Rham cohomology of M is the kth cohomology of the chain
complex of global sections of (4.8.1):

Hk
dR(M) = Hk(Γ(Ω•(M))).

In this complex Ω•, we only use nonnegative indices.

Theorem 4.8.3. There is a natural isomorphism Hk(M ;R)→ Hk
dR(M) between Čech

cohomology and de Rham cohomology on a smooth manifold M .

Proof. Since the sequence (4.8.1) is exact, we have short exact sequences of sheaves

0→ dΩk−1(M)→ Ωk(M)→ dΩk(M)→ 0.

This sequence is not exact as sequences of presheaves, but it is exact on contractible
sets by the Poincaré lemma. Thus applying H∗

U for a contractible cover U of M gives
a long exact sequence. Since Ωk(M) is a module sheaf over C∞(M), its positive-degree
Čech cohomology vanishes by Corollary 4.4.5. Thus the long exact sequence in Čech
cohomology induced by the above short exact sequence splits up into a sequence of
isomorphisms

Hn(M ; dΩk(M))
∼−→ Hn+1(M ; dΩk−1(M))

as well as an isomorphism

H0(dΩk(M))/d(H0(M ; Ωk(M)) ∼= Hk+1
dR (M)

∼−→ H1(M ; dΩk−1(M))

In particular,

Hk(M ;R) ∼= Hk(M ; dΩ−1(M)) ∼= H1(M ; dΩk−2) ∼= Hk
dR(M).
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5. Characteristic classes

5.1. Chern classes
Kaj Börjesson

There are different but equivalent ways to define Chern classes. We will follow the
approach of [tD08] and use Euler classes and projective bundles. However, we are making
it a bit less complicated by not considering arbitrary generalized cohomology theories.
In this section cohomology is always taken with integer coefficients.

5.1.1. Leray-Hirsch theorem and Thom classes
Definition. Consider a pair of spaces A ⊂ X. There is a short exact sequence

0→ C∗(A)→ C∗(X)→ C∗(X)/C∗(A)→ 0.

Let H∗(X,A) be the cohomology of the complex C∗(X)/C∗(A).

Theorem 5.1.1 (Leray-Hirsch). Let

0→ (F, F ′)
i−→ (E,E′)

p−→ B

be a relative fiber bundle. Suppose that H∗(F, F ′) is a finitely generated abelian group
and that there are elements aj ∈ H∗(E,E′) such that i∗(aj) is a basis of H∗(F, F ′). Then
the map

L : H∗(B)⊗H∗(F, F ′)
b⊗i∗(aj) 7→p∗(b)⊗aj−−−−−−−−−−−−→ H∗(E,E′)

is an isomorphism of abelian groups.
Proof. See [tD08, Theorem 17.8.1].

Definition. Let ξ : E → B be a real n-dimensional vector bundle and let E0 be the
total space with the zero section deleted. A Thom class is an element t ∈ Hn(E,E0)
such that the restriction to each fiber induces a basis of Hn(F, F 0) ∼= Hn(Sn).

Remark 5.1.2. Thom classes exist whenever the bundle is orientable, in particular for
complex vector bundles considered as real vector bundles.
The Leray-Hirsh theorem now gives the following theorem as a special case.

Theorem 5.1.3 (Thom isomorphism). Given a Thom class t, the map

Φ : Hk(B)
b7→p∗(b)⌣t−−−−−−−→ Hk+n(E,E0)

is an isomorphism.
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5.1.2. Euler classes and the Gysin sequence
The pair (E,E0) gives an induced long exact sequence in cohomology:

· · · → Hk−1(E0)→ Hk(E,E0)
j−→ Hk(E)→ Hk(E0)→ . . .

Assuming a Thom class and using that p∗ : H∗(B) ∼= H∗(E) we can rewrite it as follows.

Theorem 5.1.4 (Gysin sequence). Given a Thom class, there is a long exact sequence

· · · → Hk−1(E0)→ Hk−n(B)
J−→ Hk(B)→ Hk(E0)→ . . .

where J is given by multiplying with the element e = (p∗)−1 ◦ j(t) ∈ Hk(B).

Definition. The element e in the above theorem is called the Euler class.

5.1.3. Projective bundles and Chern classes
Lemma 5.1.5. Let e be the Euler class of the tautological line bundle on CPn. Then

H∗(CPn) ∼= Z[e]/en+1.

Proof. The additive structure follows directly from the cell decomposition. The mul-
tiplicative structure follows from the Gysin sequence after one notices that H∗(E0) ∼=
H∗(S2n+1) so J gives isomorphisms in the appropriate degrees.

Corollary 5.1.6. We have isomorphisms

H∗(CP∞) ∼= Z[e]

and
H∗((CP∞)n) ∼= Z[e1, . . . , en].

Proof. The first part follows by limit considerations and the second part by applying
Mayer-Vietoris.

Let ξ : E → B be an n-dimensional complex line bundle. C∗ acts fiberwise on
E0. Passing to the quotient gives a CPn−1-bundle p : P → B. The tautological line
bundles over every fiber glues together into a complex line bundle q : Q→ P. There is a
classifying map κξ : P → CP∞ corresponding to this line bundle. This gives us a class
eξ = κ∗(e) ∈ H∗(P ).

Lemma 5.1.7. The cohomology H∗(P ) is a free left H∗(B)-module with basis

1, eξ, . . . , e
n−1
ξ

where the module structure is given by xy = p∗(x)⌣ y. In particular, the map

p∗ : H∗(B)→ H∗(P )

is injective.
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Proof. Use the Leray-Hirsh theorem together with the computation of H∗(CPn−1).

Lemma 5.1.8. There exists unique elements ci(ξ) ∈ H2i(B) such that

n∑
j=0

(−1)jcj(ξ)en−jξ = 0.

Proof. Since 1, eξ, . . . , en−1
ξ is a basis we can write tnξ as a linear combination in a unique

way.

Definition. The element ci(ξ) is called the i :th Chern class of the bundle ξ. Put cj = 0
if j > n.

Lemma 5.1.9. The Chern classes satisfies naturality:

f∗(ci(ξ)) = ci(η)

for bundle maps f : η → ξ.

Proof. By going backwards in the construction and using functoriality.

Lemma 5.1.10. The Chern classes satisfies the sum formula:

ci(ξ ⊕ η) =
∑
i+j=r

ci(ξ)cj(η).

Proof. The idea is to consider the subspaces P (ξ) ⊂ P (ξ⊕η) ⊃ P (η). The subspace P (ξ)
is a deformation retract of U = P (ξ ⊕ η) \ P (η) and vice versa, P (η) is a deformation
retract of V = P (ξ ⊕ η) \ P (ξ). Consider the elements

x =

dim ξ∑
i=0

(−1)ici(ξ)edim ξ−i
ξ⊕η , y =

dim η∑
j=0

(−1)jcj(η)edim η−j
ξ⊕η .

By the definition of Chern classes and the naturality, x is sent to zero under the map

H∗(P (ξ ⊕ η))→ H∗(P (ξ)).

Thus is comes from an element x′ ∈ H∗(P (ξ ⊕ η), P (η)). Similarly we get an element
y′. Now U and V is an open covering, H∗(P (ξ ⊕ η), P (η)) ∼= H∗(P (ξ ⊕ η), V ) and
H∗(P (ξ ⊕ η), P (ξ)) ∼= H∗(P (ξ ⊕ η), U). This means x′y′ = 0 since the relative cup
product lands in H∗(P (ξ ⊕ η), P (ξ ⊕ η)) which is trivial. This means that xy = 0. But
xy is also a linear combination of 1, eξ⊕η . . . , edim ξ⊕η

ξ⊕η . The coefficients in this product
gives by definition the Chern classes of ξ ⊕ η. Comparing the coefficients now gives the
result.
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5.1.4. Cohomology of BU(n)

To compute the cohomology of BU(n) we need a lemma connecting BU(n) and projective
bundles.

Lemma 5.1.11. The classifying map BU(n − 1) × BU(1) → BU(n) of the product of
the tautological bundles γn−1 and γ1 is the projective bundle of the tautological bundle
γ(n) on BU(n).

Proof. See [tD08, Theorem 19.3.1].

Theorem 5.1.12. Let κ : (BU(1))n → BU(n) be the classifying map of the product
γ1(1) × · · · × γ1(n). Then κ∗ : H∗(BU(n)) → H∗((BU(1))n) is injective and the image
consists of all symmetric polynomials. The elementary symmetric polynomials corre-
spond to Chern classes.

Proof. Let σ be a permutation on n elements. It acts by permuting the factors in
(BU(1))n and also on the bundle γ1(1) × · · · × γ1(n) in the same way. Now κ ◦ σ is
homotopic to κ since both maps represent isomorphic bundles. Now H∗(BU(1)n) ∼=
H∗((CP∞)n) ∼= Z[T1, . . . , Tn] where Ti has degree 2. The permutation σ induce a map
σ∗ that acts by permuting the Ti:s. By homotopy invariance of cohomology the image
of κ∗ is contained in the symmetric subring of Z[T1, . . . , Tn]. Note that Tj = ci(γ1(j)).
Now by using naturality of Chern classes we obtain

κ∗ci(γn) = ciκ
∗(γn) = ci(γ1(1)⊕ · · · ⊕ γ1(n)).

Now we can apply the sum formula i times (separating one summand at a time) and see
that we get the i:th elementary symmetric polynomial in the Ti:s. Since the elementary
symmetric polynomials form a basis of the symmetric subring of Z[T1, . . . , Tn] the map
κ∗ hits the whole symmetric subring. Now we only have to show injectivity. Using the
map from Lemma 5.1.11 we get a map

H∗(BU(n))→ H∗(BU(n− 1)×BU(1)) ∼= H∗(BU(n− 1))[Tn].

By Lemma 5.1.7 the map is injective. By induction we now obtain the map to Z[T1, . . . , Tn]
that is injective.

5.1.5. Sample computations of Chern classes
In calculations with Chern classes, it is often useful to introduce the following notations:

Definition. Let E → B be a complex vector bundle. Then its total Chern class is the
formal sum

c(E) =

∞∑
i=0

ci(E) ∈ H∗(B),

where c0(E) = 1 by definition.

70



5.1. Chern classes

The sum formula from Lemma 5.1.10 can then be concisely formulated as

c(E ⊕ E′) = c(E)c(E′).

By definition, the Chern class ci(τ), where τ is the universal bundle over BU(n), is
ci ∈ H∗(BU(n)) = Z[[c1, . . . , cn]].

Example 5.1.13. Let E → B be a trivial complex vector bundle. Then c(E) = 1, i. e.
all Chern classes of positive degree are 0. This is obvious because the classifying map
B → BU(n) is nullhomotopic and therefore induces the zero map on cohomology groups
in positive degree.

Example 5.1.14. Let E = TSn ⊗C → Sn be the complexified tangent bundle of Sn.
Then c(E) = 1. The tangent bundle is nontrivial (at least for n ̸= 0, 1, 3, 7), as is the
complexified version, and thus Chern classes cannot reliably detect whether a bundle is
trivial or not. To see that c(E) = 1, note that the normal bundle NSn of Sn with its
standard embedding in Rn+1 is a trivial line bundle and the sum TSn ⊕NSn ∼= TRn+1

is trivial as well. Thus

c(E) = c(E)c(NSn ⊗C) = c(TRn+1 ⊗C) = 1.

Lemma 5.1.15. Let E1, E2 be complex line bundles over B. Then

c1(E1 ⊗E2) = c1(E1) + c1(E2)

Proof. It suffices to consider the universal case B = BU(1) × BU(1) = CP∞ × CP∞

and Ei = p∗i τ , where pi : CP∞ × CP∞ → CP∞ are the projection maps and τ is the
universal line bundle on CP∞. Then

H∗(B) ∼= Z[[c1(E1), c1(E2)]]

and thus c1(E1 ⊗ E2) is some linear combination αc1(E1) + βc2(E2). Since tensoring
with a trivial line bundle is the identity, we must have α = β = 1.

Lemma 5.1.16. Let E → B be a complex vector bundle and E its complex conjugate
bundle. Then

ci(E) = (−1)ici(E).

Proof. Using the splitting principle, it suffices to show that c1(E) = −c1(E), where E is
a complex line bundle. But in that case, E ⊗ E is the trivial line bundle and the result
follows from Lemma 5.1.15.

Note that it is far from true that ci(E1 ⊗ E2) = ci(E1) + ci(E2) for i > 1.

Exercise 12. Use the splitting principle and Lemma 5.1.15 to find an explicit formula
for cn(E1 ⊕ E2).
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Example 5.1.17. We compute the total Chern class of the tangent bundle of CPn.
We can employ a similar method to that in the computation of Chern classes of tangent
bundles of spheres, noting that

TCPn ⊕ 1 ∼= τn+1,

where τ is the universal bundle on CPn and 1 the trivial line bundle. We thus find that

c(TCPn) = c(τ)n+1 = (1 + c1)
n+1.

Thus this bundle has nonvanishing Chern classes in every even degree up to the dimension
2n of CPn.

5.2. Stiefel-Whitney classes
The theory of Chern classes has an analogous theory for real vector bundles, which is
the theory of Stiefel-Whitney classes. A lot of the theory concerning Stiefel-Whitney
classes is similar to the theory concerning Chern classes, so some of the proofs in this
section are omitted due to the similarity to the proofs in the previous section.

Since complex vector bundles are also real vector bundles, there are both Stiefel-Whitney
classes and Chern classes of such bundles. We will show how these classes are related to
each other. This will mainly relay on the following lemma.

Lemma 5.2.1. Let p : E → B be an n-dimensional k-vector bundle. Then there exists
a map g : E → k∞ that is linear and injective on the fibers Eb.

Proof. Let En(k∞) be the tautological bundle over Gn(k∞). There is a canonical map
g̃ : En(k

∞)→ k∞, given by (ℓ, v) 7→ v. Now let f : B → Gn(k
∞) be the classifying map

of p. In particular we have a commutative diagram on the form

E ∼= f∗(En)
f̃

//

p

��

En

��

g̃
// R

B
f

// Gn

Let g : E → R∞ be the composition g̃ ◦ f̃ . It is easy to see that g has the desired
property.

5.2.1. Definition and properties of Stiefel-Whitney classes
The methods in section 5.1 can be reused with a little of modification in order to prove
that H∗(RPn;Z/2Z) = Z/2Z[w]/(wn+1) and H∗(RP∞;Z/2Z) = Z/2Z[w], where |w| =
1.
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Given an n-dimensional real vector bundle p : E → B, there is an associated projective
bundle

RPn−1 p(ι)−→ P (E)
P (p)−→ B

(where ι : Rn → E is the inclusion into some fiber Eb). The map g : E → B described
in Lemma 5.2.1 is linear and injective on the fibers and will therefore induce a map
P (g) : P (E)→ RP∞.
Let α ∈ H1(RP∞;Z/2Z) be the generator ofH∗(RP∞;Z/2Z) and let x = P (g)∗(α) ∈

H1(P (E);Z/2Z). We claim that P (ι)∗(xi) is the generator of H i(RPn−1;Z/2Z). This
follows from the fact that P (ι)∗(x) = (P (g) ◦P (ι))∗(α) and that P (g) ◦P (ι) : RPn−1 →
RP∞ is an embedding of RPn−1 into RP∞ and will therefore induce isomorphisms on
cohomology groups Hk(RP∞;Z/2Z)

∼→ Hk(RPn−1;Z/2Z) for k ≤ n− 1.
The Leray-Hirsch theorem gives now that H∗(P (E);Z/2Z) is a free H∗(B;Z/2Z)-

module with basis 1, x, x2, . . . , xn−1. This means in particular that xn can uniquely
be expressed as a linear combination of 1, x, . . . , xn−1 with coefficients in H∗(B;Z/2Z).
Thus, there are certain classes wi(E) ∈ H i(B;Z/2Z) such that

xn + w1(E)xn−1 + · · ·+ wn(E) · 1 = 0.

Definition. The element wi(E) is called the i:th Stiefel-Whitney class of the bundle
p : E → B. Put wj = 0 if j > n.

Proposition 5.2.2. The following holds for Stiefel-Whitney classes

(a) wi(f
∗E) = f∗(wi(E)) for a pullback f∗E,

(b) w(E1 ⊕ E2) = w(E1) ⌣ w(E2), where w = w1 + w2 + . . . . This is equivalent to
the equality wr(E1 ⊕ E2) =

∑
i+j=r

wi(E1)⌣ wj(E2).

(c) H∗(BO(n)) = H∗(Gn(R∞)) = Z/2Z[w1, . . . , wn] where wi = wi(En(R∞)) are the
the Stiefel-Whitney classes of the universal bundle En(R∞)→ Gn(R∞).

Proof. See Lemma 5.1.9, Lemma 5.1.10 and section 5.1.5.

5.2.2. Relations to Chern classes

As mentioned in the beginning of this chapter, an n-dimensional complex vector bundle
E → B can be regarded as a 2n-dimensional real vector bundle. Hence there are both
Chern and Stiefel-Whitney classes of the bundle p : E → B.

Theorem 5.2.3. Let p : E → B be an n-dimensional complex vector bundle, and
thereby also a 2n-dimensional real vector bundle. The Stiefel-Whitney classes of E are
then given by w2i+1(E) = 0 and w2i(E) = c̄i(E), where c̄i(E) is the image of ci(E) under
the coefficient homomorphism H2i(B;Z)→ H2i(B;Z/2Z).
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Proof. For any k ∈ Z or k = ∞, let π : RP 2k−1 → CP k−1 be the projection sending a
real line to the complex line that contains it. Obviously, E has two projectivizations,
RP (E) and CP (E). Let π′ : RP (E) → CP (E) be the map that is π on the fibers.
These maps fits into a commutative diagram

RP 2n−1 //

π
��

RP (E)
RP (g)

//

π′

��

RP∞

π

��

CP 2n−1 // CP (E)
CP (g)

// CP∞

where the RP (g) and CP (g) are the projectivizations of the map g : E → C∞ described
in Lemma 5.2.1. The three vertical maps in the diagram above are RP 1-bundles (easy
to check).
Note that the bundle

RP 1 → RP∞ → CP∞

is the projective bundle associated to the 2-dimensional vector bundle q : R∞ → CP∞

sending a vector v to the complex line containing v. Hence, by the discussion given
in the beginning of section 5.2.1, we can apply Leray-Hirsch theorem which gives an
isomorphism

H∗(CP∞;Z/2Z)⊗Z/2Z H
∗(RP 1;Z/2Z)

b⊗i∗(aj)7→q∗(b)⊗aj−−−−−−−−−−−−→ H∗(RP∞;Z/2Z)

of abelian groups.
Let β be a generator of H2(CP∞;Z), and let β̄ ∈ H2(CP∞;Z/2Z) be the Z/2Z-

reduction of β. By the isomorphism above, we must have that β̄ is pulled back to a gen-
erator of H2(RP∞;Z/2Z), namely the square α2 of the generator α ∈ H1(RP∞;Z/2Z)
(there are no other choices). Now let xC = CP (g)∗(β) ∈ H2(CP (E);Z) and let x̄C =
CP (g)∗(β̄) ∈ H2(CP (E);Z/2Z) be the Z/2Z-reduction of xC. Note that (π′)∗(x̄C) =
x2R ∈ H2(RP (E;Z/2Z) where xR = RP (g)∗(α).
Now, the Z/2Z-reduction of the defining relation for the Chern classes of E is

x̄nC + c̄1(E)x̄n−1
C + · · ·+ c̄n(E) · 1 = 0

which pulls back to the relation

x̄2nR + c̄1(E)x̄2n−2
R + · · ·+ c̄n(E) · 1 = 0

which is the defining relation for Stiefel-Whitney classes. We see that w2i+1(E) = 0 and
w2i(E) = c̄i(E).

5.2.3. Examples
The computing techniques used in section 5.1.5 can be used in order to compute the
Stiefel-Whitney classes of some real vector bundles. For instance, the same arguments
used there can be reused in order to show that w(E) = 1 for trivial bundles E → B,
that w(TSn) = 1 and that w(T (RPn)) = (1 + w1)

n+1.
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Example 5.2.4. Recall that G1(R∞) = RP∞. In this example we want to show that
there is no (finite dimensional) vector bundle E′ → RP∞ such that E′⊕E1(R∞) is the
trivial bundle over RP∞. We have by Proposition 5.2.2 that w(E1(R∞)) = 1+ω where
ω = w1(E1(R∞)) ̸= 0. Hence, if there exists some “inverse” bundle E′, we must have
that w(E′) = (1 + ω)−1 = (1 − ω)−1 = 1 + ω + ω2 + . . . which means that wi(E′) ̸= 0
for all i ≥ 0, which can not be true for finite dimensional vector bundles.

One can actually show for every vector bundle E → B, where B is Hausdorff and
compact, that there exists a vector bundle E′ → B such that E⊕E′ is the trivial bundle
over B (see [Hat, Proposition 1.4.]). The example above shows that the compactness
condition can not be reduced.

5.3. Pontryagin classes
The Pontryagin classes are defined for real vector bundles E → B where the i:th Pron-
tryagin class pi(E) is a cohomology classes in H4i(B;Z) (note that the coefficient ring
is Z).
To a given real vector bundle E → B, there is an associated complex vector bundle

E ⊗C→ B, attained by complexifying E. We define i:th Pontryagin class to be

pi(E) = (−1)jc2i(E ⊗C) ∈ H4i(B;Z).

Proposition 5.3.1. Let E → B be a real vector bundle. Then pi(E) maps to w2i(E)2

under the coefficient homomorphism H4i(B;Z)→ H4i(B;Z/2Z).

Proof. Note that E⊗C ∼= E⊕E where the scalar multiplication on each fiber Rn⊕Rn

is given by i(x, y) = (−y, x). Let p̄i(E) denote the Z/2Z-reduction of pi(E). We have

p̄i(E) = c̄2i(E ⊗C) = c̄2i(E ⊕ E) = w4i(E ⊕ E) =

4i∑
k=0

wk(E)w4i−k(E)

= w2i(E)2 + 2
∑
k<2i

wk(E)w4i−k(E) = w2i(E)2.

5.4. Applications
5.4.1. Immersions of real projective spaces
Definition. Let M , N be smooth manifolds. A smooth map f : M → N is called an
immersion if it induces an injective map on tangent spaces: f∗ : TxM → Tf(x)N for all
x ∈M .

An embedding is a particularly nice immersion. Conversely, any immersion is locally
an embedding by the implicit function theorem. But in general, an immersion does not
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have to be injective, and even if it is injective, it need not have to be a homeomorphism
(or diffeomorphism) onto its image.
The Whitney embedding theorem [Whi44a] says that any compact n-dimensional man-

ifold can be embedded in R2n. A slightly less well-known result of Whitney [Whi44b] is
that it immerses in R2n−1 as long as n > 1. Using the theory of Stiefel-Whitney classes,
we will now show some lower bounds on immersion dimensions.

Theorem 5.4.1. Assume that RPn immerses into RN . Then N ≥ n is at least one
less than a power of 2.

Proof. Since RPn embeds into RPn+1, it suffices to show the extremal case, namely
that RP 2k cannot embed in RN when N < 2k+1−1. These cases thus realize the bound
given by Whitney.
We will use that fact that given an immersion f : M → RN , we have

TM ⊕N(f) ∼= TRN |M ,

where N(f) denotes the normal bundle of the immersion, i. e. a complement of the
tangent bundle. Thus by the product formula for the total Stiefel-Whitney classes, we
have that

w(TM)w(N(f)) = 1

since the tangent bundle of RN is, of course, trivial. By the real analog of Example 5.1.17,

w(RP 2k) = (1 + w1)
2k+1 = 1 + w1 + w2k

1 ∈ H∗(RP 2k ;Z/2) = Z/2[w1]/(w
2k+1
1 ).

By inverting the power series modulo degree 2k + 1, we obtain

w(N(f)) = 1 + w1 + · · ·+ w2k−1
1 .

But the nonvanishing of the (2k − 1)st Stiefel-Whitney class implies that N(f) has to
have at least that dimension, i. e. N − 2k ≥ 2k − 1.

Exercise 13. Verify that we do not get any better nonimmersion bounds of RPn by
studying dimensions n that are not a power of 2.

These immersion bounds are by no means optimal (for instance, RP 2n−1 does not
immerse into R2n−1). The exact lowest immersion dimension of RPn is unknown in
general and an area of very active research.

Theorem 5.4.2. There are manifolds M of dimension n which do not immerse into
R2n−α(n)−1, where α(n) denotes the number of nonzero digits in the expansion of n in
base 2.

Proof. Let n = 2i+1 + 2i2 + · · ·+ 2ik be the 2-adic expansion of n, such that α(n) = k.
Choose

M = RP 2i1 × · · · ×RP 2ik .
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Then

w(M)−1 =

k∏
j=1

w(TRP 2ij )−1 =

k∏
j=1

1

1− a2
ij

j

∈ H∗(M ;Z/2) = Z/2[a1, · · · , ak]/(a
ij+1
j )

and we see that the top-dimensional class in this product is

a2
i1−1

1 · · · a2
ik−1
k

in dimension
2i1 + · · ·+ 22k − k = n− k.

Thus the normal bundle of any immersion has to have at least dimension n − k =
n− α(n).

Remark 5.4.3. Ralph Cohen showed in [Coh85] that this bound is sharp, i. e. that
every compact n-manifold (n > 1) immerses into R2n−α(n).

77



6. Chern-Weil theory

6.1. Riemannian manifolds

6.2. Connections
Rune Suhr

A connection gives a way of differentiating vector fields to obtain a new vector field.
This in turn provides a way of identifying tangent spaces at different points in a manifold
by means of parallel translation of tangent vectors along curves between the points.

Definition. Let E be a smooth k-vector bundle on a smooth manifold M , considered
as a sheaf of locally free C∞

M -modules. A connection on E is a map of sheaves

∇ : Γ(E)→ Γ(Ω1
M ⊗R E)

which satisfies the following Leibniz rule for f ∈ C∞
M (U), s ∈ Γ(E(U)):

∇(fs) = df ⊗ s+ f∇(s) ∈ Γ(Ω1
M (U)⊗ E(U)).

Note that ∇ is not a map of vector bundles: the target is not a vector bundle as we’re
tensoring over R, not over C∞.
Using the Leibniz rule and a suitable bump fucntion one may show that ∇(s) at x ∈ B

depends only on the values of s in an arbitrarily small neighborhood of x. It therefore
makes sense to restrict ∇ to sections over open subsets U of B. Choosing a trivializing
neighborhood U we can choose a basis s1, . . . , sn for Γ(EU ). Any section s over U may
then be written as

s = f1s1 + · · ·+ fnsn, fj ∈ C∞(U).

The connection ∇ is uniquely determined by ∇(s1), . . . ,∇(sn). Conversely, as {si} is
a basis we may define ∇ by setting

∇(si) =
∑
j

ωij ⊗ sj ,

with [wij ] a matrix of differential one forms on U which may be chosen arbitrarily.
Note that the set of connections on E does not have a natural vector space structure

since e. g. (∇1 +∇2)(fs) = 2df ⊗ s+ f(∇1(s) +∇2(s)), violating the Leibniz rule. It is
however a convex space which implies the following:
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proof
Proposition 6.2.1. Every smooth vector bundle with paracompact base space admits a
connection.

Remember that a Riemannian manifold is a smooth manifold equipped with a smoothly
varying inner product ⟨, ⟩ – called the metric – i.e. at each point p ∈M , ⟨, ⟩p is an inner
product on TpM . It is smoothly varying in the sense that for smooth vector fields X,Y
on M , p 7→ ⟨Xp, Yp⟩p ∈ R is a smooth function on M . tie in with Section

2On a Riemannian manifold there is a prefered connection on TM , called the Levi-
Civita connection, which is adapted to the metric structure.

Definition. A connection ∇ on Ω1
M = (TM)∗ is called torsion-free if the following

diagram of C∞
M -module sheaves commutes:

Ω1
M Ω1

M ⊗ Ω1
M

Ω2
M

∇

d
∧

Definition. LetM be a smooth manifold and E a smooth vector bundle with metric ⟨, ⟩.
A connection on E is called compatible with ⟨, ⟩ if the following diagram of C∞

M -module
sheaves commutes:

E ⊗ E C∞
M

Ω1
M ⊗ E ⊗ E Ω1

M

⟨, ⟩

∇ ⊗ id+ id⊗∇ d

id⊗⟨, ⟩

A connection on TM∗ compatible with a Riemannian metric is called a Riemannian
connection.

We shall prove the following theorem:

Theorem 6.2.2. On every Riemannian manifold, there exists exactly one Levi-Civita
connection.

First a little lemma.

Lemma 6.2.3. Let {si} be a pointwise orthonormal basis for Γ(U), i.e. ⟨si, sj⟩p = δij
at each p ∈ U . Then ∇ on EU is compatbile with ⟨, ⟩ if and only if the connection matrix
[ωij ] of ∇ is skew-symmetric.

Proof. We have

0 = d⟨si, sj⟩ = ⟨∇si, sj⟩+ ⟨si,∇sj⟩
= ⟨

∑
ωik ⊗ sk, sj⟩+ ⟨si,

∑
ωjk ⊗ sk⟩ = ωij + ωji.
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6. Chern-Weil theory

The converse is left as an exercise.

In local coordinates onM , say x1, . . . , xn, for a connection on TM∗ we have ∇(dxk) =∑
i,j Γ

k
ijdx

i ⊗ dxj , so a torsion free connection - determined by Γkij - will satisfy∑
i,j

Γkijdx
i ∧ dxj = d(dxk) = 0,

so we conclude that Γkij is symmetric in i, j.

Proof of Theorem 6.2.2. We work locally, and choose a basis θ1, . . . , θn for Ω1(U). If we
can show that there is one unique skew symmetric [ωij ] of 1-forms such that

dθk =
∑

ωkj ∧ θj , (6.2.4)

then we can define ∇ over U by setting

∇θk =
∑

ωkj ⊗ θj . (6.2.5)

Then by construction ∇ would be torsion free and metric and uniqueness would come
from the uniqueness of ω which determines ∇ completely in U . The uniqueness of such
∇ in each trivializing neighborhood then lets us glue them together to a connection on
the entire manifold.
Now write dθk =

∑
i,j Aijk θi∧θj . It is a combinatorial fact that any array Aijk can be

written uniquely as a sum Aijk = Bijk+Cijk with B symmetric and C skew-symmetric.
Then the skew-symmetry of ∧ implies that in fact dθk =

∑
ij Cijkθi ∧ θj . Now set

wkj =
∑
i

Cijkθi.

Then dθk =
∑

j ωkj ∧ θj .

6.3. Curvature
Rune Suhr

To define the curvature of a vector bundle equipped with a connection ∇ we want to
define a connection on the bundle Ω1

M (U)⊗ E(U) from ∇.

Lemma 6.3.1. Given a connection ∇ on E there is a unique k-linear map

∇̂ : Γ(Ω1(M)⊗ E))→ Γ(Ω2(M)⊗ E)

satisfying the Leibniz formula

∇̂(θ ⊗ s) = dθ ⊗ s− θ ∧∇(s),

for θ ∈ Ω1(M), s ∈ Γ(E). In addition ∇̂ satisfies

∇̂(f(θ ⊗ s)) = df ∧ (θ ⊗ s) + f∇̂(θ ⊗ s).
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Proof. We need only prove the claim in a trivializing neighborhood, so we choose a basis
{si} of sections of E and and arbitrary 1-forms θi, then we must have

∇̂(θ1 ⊗ s1 + · · ·+ θn ⊗ sn) =
∑

dθi ⊗ si − θi ∧∇(si).

This expression is uniquely determined by ∇ and we may take it as a definition of ∇̂.

We thus have

Γ(E)
∇−→ Γ(Ω1(M)⊗ E)

∇̂−→ Γ(Ω2(M)⊗ E)

which is however not in general a chain complex, as ∇̂ ◦ ∇ =def ∇2 ̸= 0 in general. We
call ∇2 the curvature (tensor) of the connection ∇.

Lemma 6.3.2. The morphism ∇2 : Γ(E)→ Γ(Ω2
M ⊗ E) is a map of vector bundles.

explanation
Proof. We have ∇2(fs) = ∇̂(∇(fs)) = ∇̂(df ⊗ s+ f∇(s)) = ddf ⊗ s− df ∧∇(s) + df ∧
∇(s) + f∇̂(∇(s)) = f∇̂(∇(s)) = f∇2(s).

Because of this lemma, we may view the curvature ∇2 as a section of the bundle
E∗ ⊗ Ω2

M ⊗ E ∼= Hom(E,E)⊗ Ω2
M .

It is instructive to determine an expression for ∇2 in local coordinates. In terms of a
frame {si} for Γ(U) with

∇(si) =
∑
j

ωij ⊗ sj ,

we have

∇2(si) =∇̂
(∑

j

ωij ⊗ sj
)
=

∑
j

dωij ⊗ sj −
∑
j

ωij ∧∇(sj)

=
∑
j

dωij ⊗ sj −
∑
j

ωij ∧
∑
k

ωjk ⊗ sk

=
∑
k

(
dωik ⊗ sk −

∑
j

ωij ∧ ωjk
)
⊗ sk =

∑
k

Ωik ⊗ sk,

where Ωik = dωik −
∑

j ωij ∧ ωjk, or in matrix notation

Ω = dω − ω ∧ ω.

Note that ∧ denotes matrix multiplication in the ring of matrices of differential forms,
which means that ω ∧ ω is not necessarily zero.
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6. Chern-Weil theory

6.4. Cohomology classes from curvature
Eric Larsson

We will now extract invariants from the curvature tensor of a connection on a com-
plex vector bundle over a smooth manifold. The first step is to construct a family of
differential forms from the curvature tensor and show that they are closed, so that they
gives rise to cohomology classes in de Rham cohomology. In other words, we will have
constructed an algebraic invariant for a vector bundle equipped with a connection. What
is remarkable is that these cohomology classes are independent of the chosen connection,
and hence invariants of the vector bundle itself.

Definition. Identify the setMn(C) of n×nmatrices with Cn2 . A function P : Mn(C)→
C is called an invariant polynomial if it is polynomial in the matrix entries and satisfies

P (AB) = P (BA)

for all A,B ∈Mn(C).

Note that if P is an invariant polynomial and T ∈Mn(C) is invertible, then P (TAT−1) =
P (A). The invariant polynomials are in this sense the polynomials which descend to
functions on the quotient of Mn(C) by changes of basis.

Example 6.4.1. The determinant and trace maps det, tr : Mn(C) → C are invariant
polynomials, since det(TAT−1) = detA and tr(TAT−1) = trA.

The property of being an invariant polynomial is precisely what we need for the fol-
lowing construction. We will use this construction applied to a curvature tensor, but for
clarity we do it abstractly first.

Construction 6.4.2. Let A be a commutative C-algebra and let V be a n-dimensional
C-vector space. Let P be an invariant polynomial on Mn(C). We will construct a
map P : A ⊗ Hom(V, V ) → A in the following way. Choose a basis of V . Using this
basis, there is an isomorphism Hom(V, V ) ∼=Mn(C). Moreover, there is an isomorphism
A⊗Mn(C) ∼=Mn(A⊗C) ∼=Mn(A). SinceA is a commutative C-algebra, the polynomial
P extends to a polynomial (in the matrix entries) on Mn(A). To make the map P : A⊗
Hom(V, V )→ A well-defined, we need to verify that it does not depend on the choice of
basis, i.e. the choice of isomorphism Hom(V, V ) ∼= Mn(C). This, however, is precisely
the statement that P is an invariant polynomial: If A ∈ Mn(C) and B ∈ Mn(C) are
related by a change of basis then A = TBT−1 for some invertible matrix T and hence
P (a⊗A) = P (a⊗ TBT−1) = P (a⊗B).

The idea is now to apply this construction to the curvature ∇2 of a connection ∇ on
a complex vector bundle E →M . Recall that ∇2 ∈ Γ(Hom(E,E)⊗Ω2

M ), and note that
the fibers of the bundle Ω2k

M of 2k-forms onM are commutative C-algebras. Letting P be
an invariant polynomial, and applying the above construction in each fiber, we obtain a
differential form P (∇2) ∈ Γ(Ω∗

M ). Having done this construction, our aim is now to show
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that this differential form represents a cohomology class in de Rham cohomology, and
that this cohomology class is a characteristic class of the vector bundle. This means that
we need two things: first P (∇2)must be a closed form, so that it represents a cohomology
class. Second, the cohomology class needs to be independent of the connection we choose
for the vector bundle.
We begin by noting a funny-looking commutation property of invariant polynomials.

Lemma 6.4.3. Let P be an invariant polynomial with complex coefficients. Let Aij de-
note the indeterminates of P and let P ′(A) denote the transpose of the matrix [∂P/∂Aij ]
of formal partial derivatives. Then P ′(A) commutes with the matrix A = [Aij ] of inde-
terminates.

Proof. Note that since P is an invariant polynomial, it holds that

P ((I + tEij)A) = P (A(I + tEij))

where Eij denotes the matrix with all entries zero except for the the entry (i, j) which
is 1. Differentiating this with respect to t at t = 0 yields∑

k

Aik
∂P

∂Ajk
=

∑
k

∂P

∂Aki
Akj .

The left hand side is the (i, j) entry of the product AP ′(A) while the right hand side is
the (i, j) entry of the product P ′(A)A. This proves the lemma.

Proposition 6.4.4. Let ∇2 be the curvature tensor of a connection ∇ on a vector bundle
E → M , and let P be an invariant polynomial. Then d(P (∇2)) = 0. In other words,
P (∇2) is a closed form.

Proof. Since exterior derivative is a local operation, it is sufficient to compute d(P (∇2))
in a trivializing neighborhood of E. In such a neighborhood, there is a set of n sections
s1, s2, . . . , sn which are linearly independent at each point. As noted previously, having
fixed these we may express ∇ at each point using a matrix ω of one-forms, i.e. a section
of the bundle Mn(Ω

1
M ), as

∇si =
∑
k

ωik ⊗ sk.

Similarly, the curvature tensor ∇2 can be expressed as

∇2si =
∑
k

Ωik ⊗ sk

where Ω is a matrix of two-forms. Note that by construction of P (∇2), we have P (∇2) =
P (Ω). Hence

d(P (∇2)) = d(P (Ω)) =
∑
ij

∂P

∂Ωij
d(Ωij) = tr(P ′(Ω) ∧ dΩ).
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Here we have used the notation P ′(Ω) from the Lemma 6.4.3, meaning the transpose of
the matrix [ ∂P∂Ωij

] of formal partial derivatives. We now need to compute dΩ. Here the
exterior derivative is applied entry by entry. Recall that

Ω = dω − ω ∧ ω.

Taking the exterior derivative (entry by entry) of this yields

dΩ = −dω ∧ ω + ω ∧ dω.

Using the previous equation we substitute dω = Ω+ ω ∧ ω into the latter equation and
obtain

dΩ = −Ω ∧ ω − ω ∧ ω ∧ ω + ω ∧ Ω+ ω ∧ ω ∧ ω,

and we have then obtained the identity

dΩ = −Ω ∧ ω + ω ∧ Ω.

Substituting this into the previous equation d(P (∇2)) = tr(P ′(Ω) ∧ dΩ) yields

d(P (∇2)) = tr(−P ′(Ω) ∧ Ω ∧ ω + P ′(Ω) ∧ ω ∧ Ω).

Using Lemma 6.4.3 and the shorthand notation X = P ′(Ω) ∧ ω this reduces to

d(P (∇2)) = tr(−Ω ∧X +X ∧ Ω) =
∑
ij

−Ωij ∧Xij +Xij ∧ Ωij .

Each Ωij is a two-form, and each Xij is a differential form. Since two-forms commute
with all other differential forms, each term in this sum is zero. Hence

d(P (∇2)) = 0,

proving that P (∇2) is a closed form.

Proposition 6.4.5. Let E →M be a vector bundle and let P be an invariant polynomial.
If ∇0 and ∇1 are two connections on E and ∇2

0 and ∇2
1 are the corresponding curvature

tensors, then [P (∇2
0)] = [P (∇2

1)] as cohomology classes in de Rham cohomology.

Proof. This follows essentially from the fact that the space of connections for a vector
bundle is convex. Consider the manifold M ×R. We have a projection π : M ×R→M
and two inclusions i0, i1 : M → M × R defined by i0(x) = (x, 0) and i1(x) = (x, 1).
Define the vector bundle Ê → M × R to be the pullback of E under the projection
π : M ×R→M . Pull back the connections ∇0 and ∇1 to connections ∇̂0 and ∇̂1 on Ê
and let ∇̂ be the convex combination

∇̂(s)(p, t) = t∇̂0(s)(p, t) + (1− t)∇̂1(s)(p, t).

By going through the definitions of pullback connections, one sees that

∇j = i∗j∇̂ for j ∈ {0, 1}.
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Hence
∇2
j = (i∗j∇̂)2

so that
P (∇2

j ) = i∗jP (∇̂2)

Finally, i0 and i1 are homotopic maps and so induce the same map in cohomology. Hence
i∗0[P (∇̂2)] = i∗1[P (∇̂2)], completing the proof.

Let E →M be a complex vector bundle. What we have shown is that each invariant
polynomial P gives rise to an element of the cohomology ring H∗(M), which can be
computed as [P (∇2)] for any connection ∇ on E, but which is independent of the
particular choice of connection ∇. In the next section, we will relate the result of this
construction to the Chern classes defined in . Add cross-

reference to
definition.

6.5. Chern classes from curvature
Eric Larsson

To relate the construction in the previous section to the Chern classes of the vector
bundle, we need to know something about the structure of the set of invariant polyno-
mials. It turns out that all invariant polynomials can be written in terms of elementary
symmetric polynomials. The elementary symmetric polynomials in n variables are the
polynomials σ1, σ2, . . . , σn such that

n∏
i=1

(1 + tλi) = 1 +

n∑
i=1

σi(λ1, . . . , λn)t
i.

These give rise to invariant polynomials, which we will also denote by σi, by letting
σi(A) = σi(λ1, . . . , λn) for n× n-matrices A with eigenvalues λ1, . . . , λn. An alternative
characterization is that

det(I + tA) = 1 +

n∑
i=1

σi(A)t
i

It is known from combinatorics that if r is a polynomial of n variables which is invariant
under permutation of the coordinates, then r = q(σ1, σ2, . . . , σn) for some polynomial q.
We will show how this result extends to invariant polynomials:

Lemma 6.5.1. Let P : Mn(C) → C be an invariant polynomial. Then there exists a
polynomial p ∈ C[z1, . . . , zn] such that

P (A) = p(σ1(A), σ2(A), . . . , σn(A))

for all A ∈Mn(C).
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Proof. We begin by using the fact that P is an invariant polynomial to show that P (A)
depends only on the eigenvalues of A. For any matrix A, there are invertible matricies T ,
which can be found for instance by performing an LU decomposition of A or by putting
A in Jordan canonical form, such that TAT−1 is upper triangular. Since P (TAT−1) =
P (A), we may without loss of generality prove the result for the restriction of P to the set
of upper triangular matrices. We now want to get rid of the off-diagonal elements. Let
Sϵ be the diagonal matrix Sϵ = diag(ϵ, ϵ2, . . . , ϵn). Then S−1

ϵ ASϵ has the same diagonal
entries as A, while all entries above the diagonal pick up a positive power of ϵ. Since P
is an invariant polynomial, P (A) = P (S−1

ϵ ASϵ) for all ϵ > 0 and since P is a polynomial
and hence continuous

P (A) = lim
ϵ→0

P (S−1
ϵ ASϵ) = P (lim

ϵ→0
S−1
ϵ ASϵ).

The matrix limϵ→0 S
−1
ϵ ASϵ is the diagonal matrix with the eigenvalues of A as entries.

Further conjugating with suitable matrices, we can permute the diagonal entries ar-
bitrarily. Hence P (A) depends only on the unordered set of eigenvalues of A. This
means that P (A) is a symmetric polynomial applied to the eigenvalues of A, so by the
combinatorial result mentioned above, there is a polynomial p such that

P (A) = p(σ1(A), σ2(A), . . . , σn(A))

completing the proof.

We have now reduced the study of invariant polynomials to the study of the elementary
invariant polynomials σi. The final step is to connect these to Chern classes, which we
will do in the following theorem.

Theorem 6.5.2. Let E →M be a complex vector bundle with a connection ∇. Then

[σk(∇2)] = (2πi)kck(E) for k = 1, 2, . . . , n.

Proof. We will prove this first when E →M is a line bundle, then generalize to the case
when E is a sum of line bundles, and finally use the splitting principle to obtain the
result for general vector bundles.
Assume first that E → M is a complex line bundle, i.e. that n = 1. Since the

construction of the cohomology class [σ1(∇2)] is natural with respect morphisms of line
bundles, it must be a multiple of the first Chern class c1(E):

[P (∇2)] = αc1(E) for some α ∈ C.

To determine the constant α, we show that it does not depend on the particular vector
bundle E →M . Having done this, we can compute α explicitly for some simple line bun-
dle. Consider two line bundles E1 → M1 and E2 → M2 with corresponding classifying
maps γi : M → BU(1). These maps may be chosen (within their homotopy class) to be
such that the image γ1(M1)∪ γ2(M2) is contained in a subspace M̂ ⊂ BU(1) which can
be given the structure of a finite-dimensional smooth manifold. (For instance, use the
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cellular approximation theorem for CW-complexes to see that γi may be taken to have
its image in the N -skeleton of BU(1), where N = max(dim(M1),dim(M2)), and use the
standard cellular decomposition of BU(1) where the N -skeleton is CPN .) Restrict the
universal line bundle to this manifold M̂ and call it Ê, and choose a connection ∇̂ for
it. Since [σ1(∇2

i )] is independent of the connection ∇i chosen for Ei, we may as well use
the pullback connections ∇i = γ∗i ∇̂. Now

[σ1(∇2
i )] = [σi(γ

∗
i ∇̂2)] = γ∗i [σi∇̂2].

As we saw previously, [σi∇̂2] = αÊc1(Ê) for some αÊ ∈ C so we have proved that

[σ1(∇2
i )] = γ∗i αÊc1(Ê) = αÊc1(Ei)

so that this constant α is indeed the same for the two arbitrary line bundles E1 → M1

and E2 → M2. An explicit computation, say for the tangent bundle of the Riemann
sphere, shows that α = 2πi. This completes the proof for line bundles.
Now suppose that E → M is a sum of line bundles E1 ⊕ E2 ⊕ · · · ⊕ En. Define the

particular invariant polynomial

C(A) = det
(
I +

1

2πi
A

)
.

As usual, we may use any connection on E to evaulate [C(∇2)]. In this case, it is a good
idea to choose a connection which is a sum of connections ∇i for the line bundles Ei.
We now claim that

[C(∇2)] =

n∏
i=1

[C(∇2
i )].

It is sufficient to show this locally. When choosing sections si which are non-zero in the
Ei component and zero in all other components, the curvature matrix Ωij with respect to
this frame becomes diagonal, and its entries are the curvature tensors of the line bundle
connections ∇i. By evaluating C(Ω) = det

(
I + 1

2πiΩ
)
, we then see that

[C(∇2)] =
n∏
i=1

[C(∇2
i )]

as claimed. Furthermore, evaluating C(∇2
i ) for the line bundles we have

[C(∇2
i )] = 1 +

1

2πi
[σ1(∇2

i )] = 1 + c1(Ei) = c(Ei)

by the result of the previous paragraph. Here c(Ei) denotes the total Chern class of Ei.
Hence

[C(∇2)] = c(E1)c(E2) · · · c(En).

By the sum formula for Chern classes, this is precisely the total Chern class c(E) of the
vector bundle E. Hence

[C(∇2)] = c(E).
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6. Chern-Weil theory

The terms of degree 2k are (2πi)−k[σk(∇2)] in the left hand side, and ck(E) in the right
hand side, completing the proof for the case when E is a sum of line bundles.
Finally, let E →M be an arbitrary complex vector bundle. By the splitting principle

there exists a space M ′ and a map f : M ′ → M such that f∗E is a sum of line bundles
and f∗ : H∗(M) → H∗(M ′) is a monomorphism. In fact, M ′ can be chosen to be a
smooth manifold, and f can be chosen to be smooth. Let ∇ be a connection for E.Reference or argu-

ment needed. Then
f∗[C(∇2)] = [C((f∗∇)2)] = c(f∗E) = f∗c(E).

Since f∗ is a monomorphism, this implies that [C(∇2)] = f∗c(E) and the proof is
complete.

6.6. The genereralized Gauß-Bonnet theorem
Theorem 6.6.1. Let E be an oriented n-dimensional real vector bundle, where n is even.
Choose a Euclidean metric on E and a compatible connection, and let K : E → Ω2

M ⊗E
denote the corresponding curvature tensor. Then

Pf(K) = e(E).
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7. Characteristic classes in algebraic
geometry (Draft)

7.1. Introduction to schemes

Stefano Marseglia

Let A be a ring and denote by SpecA the set of all its prime ideals. For any ideal I
of A put V (I) = {p ∈ SpecA : I ⊆ p} and for f ∈ A D(f) = SpecA \ V (fA). It follows
immediately that there exists a unique topology on SpecA whose close subsets are of the
form V (I) and, moreover, the sets of the form D(f) constitute a basis of open subsets.
This topology is called the Zariski tolopology. Note that a point is closed if and only if
the corresponding prime ideal is maximal.
Given a ring homomorphism φ : A→ B we obtain a induced continuous map Specφ :

SpecB → SpecA defined by p 7→ φ−1(p). Hence Spec is a contravariant functor form
the category of rings to topological spaces.

Example 7.1.1. Given a field K, then SpecK consists of a point corresponding to the
zero ideal.
The affine complex line A1

C = SpecC[T ] consists of a “generic” point (0) and closed
points (T − z), with z ∈ C.

Let us consider the space X = SpecA with the Zariski topology. The association
OX(D(f)) = Af induces a sheaf of rings OX on X, with OX(X) = A. Moreover the
stalk OX,p at a point p ∈ X is canonically isomorphic to Ap. Hence the pair (X,OX) is
a locally ringed space.

xref Section 2
Definition. A locally ringed space isomorphic to (SpecA,OSpecA) for some ring A is
called affine scheme. A scheme is a locally ringed space (X,OX) that admits a open
covering {Ui}i∈I such that (Ui,OUi) is an affine scheme for every i. For such a Ui, the
ring OX(Ui) is called the coordinate ring.
A morphism of schemes is a morphism of the associated locally ringed spaces.

Given a scheme (X,OX), its open subschemes are of the form (U,OX |U ), where U is
any open subset of X. But it is not possible to restrict in a canonical way the structure
sheaf of X to a closed subset . Hence a closed subscheme Y of X must come with an what about the

pullback?additional data, the corresponding ideal sheaf I(Y ), that is for every affine open U of
X, the closed subscheme Y is determined by an ideal in the ring OX(U).
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7. Characteristic classes in algebraic geometry (Draft)

Definition. Let S be a scheme. An S-scheme or scheme over S is a scheme X with a
morphism π : X → S. The morphism π is called the structure morphism. A morphism
of S-schemes is a scheme morphism compatible with the structure morphisms. If S is
an affine scheme, say S = SpecA, we say that X is an A-scheme.

Example 7.1.2. We define the n-dimensional affine space over A as

AnA = SpecA[T1, · · · , Tn].

A scheme is called reduced if there is an affine open covering consisting of coordinate
rings with no nilpotent elements.
A scheme (or any topological space) is irreducible if it cannot be written as the union

of two distinct closed subsets. We can establish a partial order relation by inclusion
among the irreducible subsets of a topological space X, and then Zorn’s Lemma implies
the existence of the maximal elements, which are called the irreducible components of
X. Note that for an affine scheme SpecA, the irreducible components correspond to
the minimal prime ideals of A. In particular if A is a integral domain then SpecA is
irreducible.
A scheme that is both reduced and irreducible is called integral.
A scheme X is called an algebraic scheme over the field K if it comes with a morphism

of finite type X → SpecK. This means that X can be covered by a finite number of
affine open sets whose coordinate rings are finitely generated K-algebras.
In what follows the word scheme will be used to refer to algebraic scheme.

Definition. A scheme E with a morphism p : E → X is an affine bundle of dimension
n over X if X has a open covering {Uα}α∈I such that there are isomorphisms over Uα

φα : p
−1(Uα) ∼= Uα × An.

Moreover, if the composites φα ◦ φ−1
β over Uαβ are linear, that is given by morphisms

gα,β : Uα ∩ Uβ :→ GLn(K),

we call E an algebraic vector bundle over X.

A variety is an integral scheme over a (usually algebraically closed) field. A subvariety
V of a scheme X is a closed integral subscheme of X. A subvariety V corresponds to
a prime ideal of the coordinate ring of any open affine set meeting V . The local ring
of X along V , denoted OX,V is the localization of such a ring at the corresponding
prime ideal; its maximal ideal is denoted byMX,V and the corresponding residue field
R(V ) = OX,V /MX,V is called the function field of V .Is R(V ) standard

notation?
expand Example 7.1.3. double point Spec(k[x]/(x2)), two irreducible components Spec(k[x, y, z]/(x, z2−

y3)).

Definition. The dimension of a scheme X, denoted dimX, is the maximal length n of
a chain

∅ ̸= V0 ⊊ V1 ⊊ . . . ⊊ Vn ⊂ X
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7.2. Cycles and Chow group

of subvarieties of X.
A scheme has pure dimension if every irreducible components has the same dimension.
For a subvariety V of X, the codimension of V in X, denoted codim(V,X), is the

maximum length d of a chain of subvarieties

V = V0 ⊊ V1 ⊊ . . . ⊊ Vd ⊂ X.

7.2. Cycles and Chow group
Stefano Marseglia

Let X be a scheme. The group ZkX of k-cycles on X is the free abelian group on the
k-dimensional subvarieties of X. Put Z∗X =

⊕
n≥0 ZkX.

Let X be a variety, V a subvariety of X of codimension one. Let A = OX,V be the
corresponding local ring. For a ∈ A we define the order of vanishing of a along V to be

ordV (a) = lA(A/(a)),

where lA denotes the length as A-module, i. e. the length of the longest chain of sub-
modules of A.
As every r ∈ R(X)∗ can be written as r = a/b with a, b ∈ A, we can extend our

definition
ordV (r) = ordV (a)− ordV (b),

and get a homomorphism from R(X)∗ to Z.
For any (k + 1)-dimensional subvariety W of X and any r ∈ R(W )∗, define a k-cycle

[div(r)] on X by
[div(r)] =

∑
ordV (r)[V ],

the sum being taken over all codimension-one subvarieties V of W . We say that a
k-cycle is rationally equivalent to zero, written α ∼ 0, if there is a finite number of
(k + 1)-dimensional subvarieties Wi of X, and ri ∈ R(Wi)

∗, such that

α =
∑
i

[div(ri)].

Since [div(r−1)] = −[div(r)], the cycles rationally equivalent to zero form a subgroup
Ratk(X) of ZkX.

Definition. The kth Chow group of X is the quotient

AkX = ZkX/Ratk(X).

The (total) Chow group of X as the direct sum A∗X =
⊕

n≥0AkX.
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7. Characteristic classes in algebraic geometry (Draft)

Let X be a scheme, and let X1, . . . , Xt be its irreducible components. The local rings
OX,Xi are all zero-dimensional. We define the geometric multiplicity mi of Xi in X as

mi = lOX,Xi
(OX,Xi).

The fundamental cycle [X] of X is

[X] =
t∑
i=1

mi[Xi] ∈ Z∗X.

Note that if X is purely k-dimensional, then [X] ∈ ZkX = AkX.

7.2.1. Push-forward of cycles
A morphism f : X → Y of schemes is called separated if it induces a closed diagonal
embedding X → X ×Y X. A separated morphism is said to be proper if is universally
closed, i.e. for every Y ′ → Y the induced morphism X ×Y Y ′ → Y ′ is closed.

Example 7.2.1. The following are examples of proper morphismsexplain

• closed immersions;

• projective morphisms.

For any subvariety V of X and a proper morphism f : X → Y , the image W = f(V )
is a subvariety of Y . There is an induced embedding of R(W ) in R(V ), which is a finite
field extension if W has the same dimension of V . Set

deg(V /W ) =

{
[R(V ) : R(W )] if dimW = dimV

0 if dimW < dimV.

Define the push-forward via f of the cycle [V ] by

f∗[V ] = deg(V /W )[W ].

This extends by linearity to a homomorphism

f∗ : ZkX → ZkY.

These homomorphism are functorial: if g is a proper morphism Y → Z, then (gf)∗ =
g∗f∗.

proof?
Theorem 7.2.2. The push-forward along a proper morphism of a cycle rationally equiv-
alent to zero is also rationally equivalent to zero.

This implies that A∗(−) is a covariant functor for proper morphisms.
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7.3. The first Chern class

7.2.2. Pull-back of cycles
A morphism f : X → Y is called flat if for any open affine sets U ⊂ Y, U ′ ⊂ X with
f(U ′) ⊂ U , the induced map OY (U)→ OX(U ′) is flat.
A morphism f : X → Y has relative dimension n if for all subvarieties V of Y and all

irreducible components V ′ of the inverse image scheme f−1(V ) = V ×Y X, we have that
dimV ′ = dimV + n.

expand
Example 7.2.3. The following are examples of flat morphisms of relative dimension n:

• open embeddings (n=0);

• the projection from an algebraic vector (or affine) bundle of rank n to the base
space;

• dominant morphism from a (n+ 1)-dimensional variety to a non-singular curve.

For a flat morphism f : X → Y of relative dimension n and any subvariety V of Y ,
put

f∗[V ] = [f−1(V )].

This extends by linearity to pull-back homomorphisms

f∗ : ZkY → Zk+nX.

Flat pull-backs are functorial: if f : X → Y and g : Y → Z are flat of relative dimension
n then so is the composition and (gf)∗ = f∗g∗. don’t the relative

dimensions add?
proofTheorem 7.2.4. Flat pull-backs (of relative dimension n) sends Ratk(Y ) to Ratk+n(X).

Hence we have induced homomorphisms AkY → Ak+nX, so A∗ becomes a contravari-
ant functor for flat morphisms (of constant relative dimension).

proof
Theorem 7.2.5. Let p : E → X be an affine bundle of rank n. Then the flat pull-back

p∗ : AkX → Ak+nE

is surjective for all k.
If E is an algebraic vector bundle, p∗ is an isomorphism.

7.3. The first Chern class
Magnus Carlson

Let X be a scheme and E a line bundle on X. If X is Noetherian and reduced then
there is a bijection between Cartier divisors modulo principal divisors and isomorphism Define divisors
classes of line bundles on X (it is actually enough to assume that X has no embedded
points). Given a Cartier divisor D and representing system {(Ui, fi)} of D on X we
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7. Characteristic classes in algebraic geometry (Draft)

define the line bundle O(D) by O(D)|Ui = f−1
i OX |Ui . It is easy to check that this is

independent of the choice of representing system,that principal Cartier divisors goes to
the trivial line bundle and that the correspondence is additive. Thus given a line bundle Do the check
L on X we can retrieve a Cartier divisor, well-defined up to rational equivalence.

Definition. Let L be a line bundle on a scheme X. We define the first Chern class
homomorphism

c1(L) ∩ − : Ak(X)→ Ak−1(X)

for any k-dimensional subvariety V of X as follows. We know by the above discussion
that L|V gives us a Cartier divisor C which is well-defined up to linear equivalence. The
Cartier divisor C determines a Weil divisor [C] ∈ Ak−1(X) and we define c1(L) ∩ [V ] =
[C].

In the above definition, we take one thing for granted, namely that c1(L) ∩ −, which
is a priori just a homomorphism from Zk(X) to Ak−1(X), is actually invariant under
rational equivalence, so that it descends to Ak(X). This fact is remarkably delicate and
we refer the reader to [Ful98, 2.5] for a proof.
A good intuitive picture to have of the first Chern class homomorphism is that it gives

the locus where a general section of L is zero. The Chern classes ci(L) satisfy a plethora
of formal properties, of which we list a few.

Theorem 7.3.1. Let X be a scheme. Then:

1. If L and L′ are line bundles on X, then

c1(L) ∩ (c1(L
′) ∩ −) = c1(L

′) ∩ (c1(L) ∩ −) : Ak(X)→ Ak−2(X).

2. If f : X ′ → X is proper and L a line bundle on X then we have a projection
formula

f∗(c1(f
∗L) ∩ −) = c1(L) ∩ f∗(−) : Ak(X ′)→ Ak−1(X).

3. If f : X ′ → X is flat of relative dimension n and L is a line bundle on X, then

c1(f
∗L) ∩ f∗(−) = f∗(c1(L) ∩ −) : Ak(X)→ Ak+n−1(X

′).

Prove
Now let P be a homogenous polynomial of degree m in n variables and L1, . . . , Ln

line bundles on X. Note that by (1) of the above theorem it makes sense to consider
P (L1, . . . , Ln) : Ak(X) → Ak−m(X). In particular, we can consider the homomorphism
c1(L)

i ∩ − : Ak(X)→ Ak−i(X) for any i.

Example 7.3.2. Let Lj be a linear subspace of dimension j of Pnk = Proj k[x0, . . . , xn].
Then c1(O(1)) ∩ [Lk] = [Lk−1] where Lk−1 is some (k− 1)-dimensional linear subspaceProj undefined

unclear of Pnk . Indeed, we can without loss of generality suppose that [Lk] = [V+(x0, . . . , xn−k)].
Then, in O(1)|Lk we have the section xn−k+1 and we then see that

c1(O(1)) ∩ [V+(x0, . . . , xn−k)] = [V+(x0, . . . , xn−k+1]

by taking the Weil divisor associated to xn−k+1.
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7.4. Segre classes

7.4. Segre classes
Magnus Carlson

To define the Chern classes we will first construct Segre classes. While one has a good
theory of Chern classes in algebraic geometry for so called non-singular vector bundles,
the same doesn’t hold if the vector bundle is singular. Let us fix a vector bundle E
of rank e + 1 on a scheme X. From E we can construct the projective bundle of lines
p : P(E)→ X. Over a point x ∈ X, P(E)|x ∼= P(Ex) and P(E) is obtained by gluing these
fibers together in a coherent manner, using the gluing data from E . The projection map xref to top. con-

struction, clarifyp is both flat and proper. On P(E) we have a tautological line bundle O(−1), which
over a point y ∈ P(E) gives the line in E to which y corresponds . Let O(1) be the dual unclear
of O(−1). Given this data, we can define our Segre class homomorphisms.

Definition. Let X be a scheme, E a vector bundle of rank e+1 on X and p : P(E)→ X
the projective bundle of lines in E. For all i, define Segre class homomorphisms

si(E) ∩ − : Ak(X)→ Ak−i(X); si(E) ∩ α = p∗(c1(O)e+i ∩ p∗α).

In the above definition, c1(O)e+i ∩ − is the (e+ i)th iterated first Chern class homo-
morphism from Ak+eP(E) → Ak−i(P(E)), which makes sense by the discussions in the
previous section.

7.5. Chern classes
Magnus Carlson

We will here construct the Chern classes from Segre classes by inverting a certain
formal power series.

Definition. Let E be a vector bundle on our scheme X and consider the formal power
series st(E) =

∑∞
i=0 si(E)ti. We then define the Chern polynomial ct(E) as the power

series inverse ct(E) = st(E)−1.

We can thus write ct(E) =
∑∞

i=0 ci(E)ti. The coefficient ci(E) is the ith Chern class
of E and gives a homomorphism ci(E) ∩ − : AkX → Ak−iX. We can write

ci(E) = (−1)idet


s1(E) 1 0 · · · 0

s2(E) s1(E) 1
...

... . . . 0
s1(E) 1

si(E) · · · s1(E)

 .

We will give a sketch on how to prove that the Chern polynomial as defined actually
is a polynomial by showing how the splitting construction works in algebraic geometry.
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7. Characteristic classes in algebraic geometry (Draft)

Splitting construction:

In topology we have previously seen that if we have a vector bundle E on a space X wexref
can find a morphism f : X ′ → X such that the pullback vector bundle f∗E splits as a
sum of line bundles. This is not true in algebraic geometry. We instead have that f∗E
has a nice filtration. Let X be a scheme and p : E → X a vector bundle on X. We then
claim that we can find a flat morphism f : X ′ → X such that:

1. f∗ : A∗X → A∗X
′ is injective, and

2. f∗E has a filtration by subbundles

f∗E = Er ⊃ Er−1 ⊃ . . . ⊃ E1 ⊃ E0 = 0

such that the quotients Li = Ei/Ei−1 are all line bundles.

The construction is done by induction on the rank of E The statement is clearly true
if E is already a line bundle, so if E has rank e > 1 consider the map p : P(E) → X
given by taking the projective bundle of lines in E. Then we know that p∗ is injective
and we have a canonical short exact sequence

0→ OP(E)(−1)→ p∗E → Q→ 0

where OP(E)(−1) is the tautological line bundle on P(E).We now notice that Q has rank
e− 1 and by the induction hypothesis we can find a morphism q : X ′ → P(E) such that
q∗Q has the claimed filtration. But then pulling back this short exact sequence to a short
exact sequence on X ′, q∗p∗E has the induced filtration, as claimed. This construction
can clearly be applied to any finite collection of vector bundles on X.

Theorem 7.5.1. The Chern classes satisfy the following properties:

1. For all vector bundles E on X then ci(E) = 0 for i > dim(E).

2. Given vector bundles E, F on X we have that

ci(E) ∩ (cj(F ) ∩ −) = cj(F ) ∩ (ci(E) ∩ −) : Ak(X)→ Ak−j−i(X).

3. Given a vector bundle E on X and a proper morphism f : X ′ → X we have that

f∗(ci(f
∗E) ∩ −) = ci(E) ∩ f∗(−) : Ak(X ′)→ Ak−i(X).

4. Given a vector bundle E on X and a flat morphism f : X ′ → X of relative dimen-
sion d, we have that

ci(f
∗E) ∩ f∗(−) = f∗(ci(E) ∩ −) : Ak(X)→ Ak+d−i(X)

5. (The Whitney sum formula) Given an exact sequence 0 → E′ → E → E′′ → 0 of
vector bundles on X, then ct(E) = ct(E

′) · ct(E′′).
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7.5. Chern classes

Proof. We will here give an idea on how to prove (1) and (5) above. Given E as in (1),
it is easy to see that it is enough, by the splitting construction, to show that if E has
a filtration E = Er ⊃ Er−1 ⊃ · · · ⊃ E1 ⊃ E0 = 0 with Li = Ei/Ei−1 line bundles,
then ct(E) =

∏r
i=1(1 + c1(Li)t). A proof of this fact can be found in [Ful98, 3.2.2].

This will immediately yield (1). For (5), note that if we have a short exact sequence
0 → E′ → E → E′′ → 0 we can apply the splitting principle to E′ and E′′ and find
a f : X ′ → X with f∗ injective so that f∗E and f∗E′ have filtrations with line bundle
quotients L′

i and L′′
j respectively. Then one sees that f∗E has an induced filtration with

line bundle quotients L′
i and L′

j and we see that ct(f∗E) = ct(f
∗E′)ct(f

∗E′′).

Example 7.5.2. Let us calculate the Chern polynomial for the tangent bundle on Pnk .
We have a short exact sequence

0→ OPn
k
→ OPn

k
(1)→ TPn

k
→ 0

of vector bundles and by the Whitney sum formula we see that

ct(TPn
k
) = (1 + c1(OPn

k
(1))).

Given a vector bundle E of rank r we can formally write ct(E) =
∏r
i=1(1 + αit). The

αi are called the Chern roots of E. One can either think of them formally as having the xref
property that the nth elementary symmetric polynomial in the αi is cn(E), or by using
the splitting construction on E to find that ct(f∗E) =

∏r
i=1(1 + c1(f

∗c1(Li))).

Definition. Let E be a vector bundle of rank r and α1, . . . , αr the Chern roots of E.
Define the Chern character where does it live?

ch(E) =

r∑
i=1

exp(αi).

Here, exp(αi) should be understood as the formal power series
∑∞

j=0 α
j
i/j!. When

expanding this, one sees that ch(E) = dim(E) + c1(E) + 1/2(c1(E)2 − 2c2) + 1/6(c31 −
3c1c2 + 3c3) + · · · . The nth term is pn/n! and one can determine it inductively by
Newton’s formula pn − c1(E)pn−1 + c2(E)pn−2 − . . . (−1)n−1cn−1p1 + (−1)nncn = 0.
While Chern polynomials are multiplicative in exact sequences, Chern characters are
additive in short exact sequences. Let us motivate this construction by introducing the
Grothendieck ring of vector bundles on a scheme X.

Definition. The Grothendieck group of vector bundles K0
+X on X is the free abelian

group on isomorphism classes of vector bundles, subject to the relation that [E] =
[E′] + [E′′] whenever we have a short exact sequence 0 → E′ → E → E′′ → 0. Define
the bilinear operation − · − : K0

+X ×K0
+X → K0

+X by [E] · [F ] = [E ⊗ F ]. Then with
this operation K0

+X is given a ring structure, we call this the Grothendieck ring K0X.

With this, one can view the Chern character as a ring homomorphism

ch : K0X → A∗(X)⊗Q
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Definition. The Todd class td(E) of a vector bundle E of rank r with Chern roots
α1, . . . , αr, is defined by td(E) =

∏r
i=1 αi/(1− exp(−αi). Where does it live?

Once again, everything should be interpreted as formal power series. The Todd class
is multiplicative in short exact sequences. With these definitions, we will try to move
on to the statement of the Hirzebruch-Riemann-Roch theorem. Before this we will need
a last definition.

Definition. Let E be a coherent sheaf on a projective variety X. Then the Euler char-
acteristic χ(X,F ) is given by the alternating sum

∑
i≥0(−1)ihi(X,F ) where hi(X,F ) =

dimkH
i(X,F ).

This sum terminates since H i(X,F ) = 0 for i > dimX. Recall that we can view axref
vector bundle on a scheme X as a locally free sheaf. The Hirzebruch-Riemann-Roch
theorem will relate the Euler characteristic of E with the Chern character and the Todd
class and as a special case, we will get the ordinary Riemann-Roch theorem.

Theorem 7.5.3. Let E be a vector bundle on a smooth projective variety X. Then
χ(X,E) =

∫
X ch(E) · td(TX).What does the in-

tegral mean?
Here TX is the tangent bundle of X. The integral sign should be interpreted as the

degree-0 part of the cycle one gets by intersecting ch(E) · td(Tx) with [X].

Example 7.5.4. Let us take X to be a smooth projective curve, a divisor D and ask
ourselves what the dimension of the global sections of OX(D) is. Since H i(X,OX(D)) =
0 for i > 1 we have that χ(X,OX(D)) = h0(X,OX(D))− h1(X,OX(D)). Now,∫

X
ch(OX(D)) · td(TX) = deg(c1(OX(D) + c1(TX))/2

=degD − deg(c1(ωX/k)/2) = degD − g + 1,

so we see that
h0(X,OX(D)) = h1(X,OX(D)) + degD − g + 1.
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A. Notions from category theory
In this appendix, we collect some basic notions of category theory needed in these notes.
A much more thorough and comprehensive treatment can be found in, e.g., [ML98,
Bor94]. If the reader is completely unfamiliar with the language of category theory, he
or she may find it helpful to consider one of these sources.

Definition. A category C consists of a class ob C of objects and, for each pair x, y ∈ ob C,
a set HomC(x, y) of morphisms, together with the following structure:

• for each x ∈ ob C, a distinguished element idx ∈ HomC(x, x), called the identity,

• for each triple (x, y, z) of objects, a composition map µ : HomC(y, z)×HomC(x, y)→
Hom(x, z).

Usually, composition µ(g, f) is denoted suggestively by g ◦ f . These have to satisfy the
axims that composition must be associative and unital with respect to the identities.
A (covariant) functor F : C → D between two categories C and D is a collections of

map

F : ob C → ob C and F : HomC(x, y)→ HomD(F (x), F (y)) for each x, y ∈ ob C

such that F (idx) = idF (x) for each x ∈ ob C, and F (g ◦ f) = F (g) ◦ F (f) for each
composable pair of morphisms f , g.

Examples of categories abound: sets and functions, ordered sets and monotonic maps,
vector spaces and linear maps, groups and homomorphisms, topological spaces and con-
tinuous maps, and so on. These are all examples of so-called large categories, where the
class ob C of objects indeed is a proper class, not a set. A category where this is not
the case, i. e., where ob C is a set, is called small. An example of a small category is
the category ∆ whose objects are the totally ordered sets [n] = {0, . . . , n} and whose
morphisms are monotonic maps. In this case, ob∆ is countable.

Example A.0.1. Partially ordered sets (posets) can be thought of as small categories.
If (X,≤) is a poset, we construct a category with object set X and

Hom(x, y) =

{
{∗}; x ≤ y
∅; otherwise

Note that reflexivity of the order relation corresponds to the existence of identities,
transitivity gives a unique composition rule, and antisymmetry translates to the fact
that there are no non-identity isomorphisms. The category thus obtained is also denoted
by X.
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Example A.0.2. There are plenty of ways to construct new categories from old. Here
follows some common constructions:

a) Let C be a category. The category Cop, called the opposite category of C, has the
same objects as C, but it has HomCop(x, y) = HomC(y, x). The identities are the
same, but composition is defined in the opposite order:

µCop(g, f) = µC(f, g).

This also gives a trivial yet important duality principle in category theory: “If
some statement P holds in a category, then so does the dualized statement P op

with the direction of morphisms reversed”.

b) D is a subcategory of C if obD ⊆ ob C and for x, y ∈ obD we have HomD(x, y) ⊆
HomC(x, y). For example the category of abelian groups form a subcategory of the
category of groups, the category of sheaves form a subcategory of the category of
presheaves and the category of n-dimensional vector bundles over a space B forms
a subcategory of the catgeory of all vector bundles over B etc.

c) Given categories C and D the product category C × D has objects (x, y) where
x ∈ obC and y ∈ obD, and morphisms (f, g) : (x, y) → (u, v) where f : x → u in
C and g : y → v in D.

d) Let C be a category and b ∈ ob C. The slice category C/b is the category with
ob C/b = HomC(ob C, b), that is, the morphisms in C with codomain b. The mor-
phisms (f : x → b) → (g : y → b) in C/b are given by morphisms h ∈ HomC(x, y)
making below triangle commute

x y

b

h

f g

Examples of slice categories include the category of topological spaces over a base
space B which forms part of the definition of the category of vector bundles. Dually
one may define the coslice category C \b with objects HomC(b, ob C) and morphisms
defined analogously.

Example A.0.3. Basic examples of functors include:

a) The identity functor idC : C → C is the functor sending every object to itself and
every morphism to itself.

b) A contravariant functor F : C → D is simply a covariant functor Cop → D.
Presheaves are examples of contravariant functors, as is the functor from the cat-
egory of vector spaces over a field k to its opposite category, assigning to every
vector space its dual space and every linear map to its dual linear map.
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c) If D is a subcategory of C then there is an inclusion functor D ↪→ C. Likewise
if C × D is a product category we have projection functors π1 : C × D → C and
π2 : C × D → D.

d) A forgetful functor F : C → D is a functor which “forgets” part of the structure in C.
For example we can define a functor F from the category of groups to the category
of sets by mapping every group to its underlying set and every homomorphism
to its underlying function, forgetting the group structure. Similarly we have a
functor from the category of rings to the category of groups by forgetting the ring
multiplication.

e) A functor between partially ordered sets is an order-preserving map.

f) Let C be a category and x ∈ ob C, the Hom-functor Hom(x,−) : C →
Set sends each object y ∈ ob C to the set HomC(x, y) and every morphism g ∈
HomC(y, z) to the morphism

Hom(x, g) : HomC(x, y)→ HomC(x, z)

x
f−−→ y 7→ x

f−−→ y
g−−→ z

Note that this functor simply post-composes morphisms with g.

A.1. Natural transformations and equivalences
One can perfectly well talk about isomorphism of categories, but often this is a notion
too strict to be useful in practice. One therefore mimicks homotopy theory and defines
“homotopies” between functors (natural transformations) and “homotopy equivalences”
of categories (equivalences).

Definition. Let F , G : C → D be two functors between categories. A natural transfor-
mation η : F ⇝ G consists of a morphism ηx : F (x)→ G(x) for each x ∈ ob(C) such that
the following diagram commutes for each morphism f ∈ HomC(x, y):

F (x) G(x)

F (y) G(y)

ηx

F (f) G(f)
ηy

If ηx is an isomorphism for each x, we call η a natural isomorphism and the functors
F , G isomorphic. A pair of functors F : C → D and G : D → C together with natural
isomorphisms idC → G ◦ F and idD → F ◦G is called an equivalence of categories.

If C is a small category then the functor category [C,D] has as objects the functors
F : C → D and as morphisms the natural transformations between them.
Often, one loosely says that a certain map is “natural.” Note that this has a very

concrete meaning, as opposed to “canonical” maps.
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Definition. Let F : C → D be a functor. We say that F is faithful if for every pair of
objects x, y ∈ C, F : HomC(x, y)→ HomD(Fx, Fy) is injective, and that F is full if that
map is surjective. The functor F is called essentially surjective (on objects) if for every
y ∈ obD there exists x ∈ ob C such that Fx ∼= y.

Proposition A.1.1. Let F : C → D be a functor. Then F is part of an equivalence
(F,G, α, β) if and only if F is full, faithful, and essentially surjective on objects.

Proof. Suppose the data (F,G, α, β) gives an equivalence between the categories C and
D.
F faithful: Let f, g ∈ HomC(x, y) with Ff = Fg. By naturality of the isomorphism
α : idC → GF we have the following commutative squares

x GFx

y GFy

f

∼=
αx

GFf

αy

∼=

x GFx

y GFy

g

∼=
αx

GFg

αy

∼=

Thus f = α−1
y ◦ GFf ◦ αx = α−1

y ◦ GFg ◦ αx = g. Hence F is faithful. By a similar
argument one shows G is faithful.
F full: Let h : Fx→ Fy be a morphism in D. Define f : x→ y via the composition

x GFx

y GFy

f

∼=
αx

Gh

αy

∼=

so that f = α−1
y ◦Gh ◦ αx. By naturality of α, f also makes below diagram commute

x GFx

y GFy

f

∼=
αx

GFf

αy

∼=

Therefore α−1
y ◦ GFf ◦ αx = α−1

y ◦ Gh ◦ αx =⇒ GFf = Gh =⇒ Ff = h since G is
faithful. Hence F is full.
F essentially surjective: Let y ∈ obD. Since β : idD → FG is a natural isomorphism
we have that y βy∼= FGy. Thus letting x := Gy ∈ ob C we get that y ∼= Fx as required.
Hence F is essentially surjective. Conversely suppose F : C → D is full, faithful and
essentially surjective on objects. We construct a functor G and a natural isomorphism
β : idD → FG as follows: For each y ∈ obD choose a pair (Gy, βy) such that βy : y →

102
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FGy is an isomorphism. Such an isomorphism exists since F is essentially surjective on
objects. Next we define what G should do on morphisms. Given a morphism h : y → z
in D the composite

y z

FGy FGz

β−1
y
∼=

h

βz∼=

F (Gh)

can be written F (Gh) for a unique morphism Gh : Gy → Gz since F is full and faithful.
We have left to check that G is a functor. Clearly if h = idy then

y y

FGy FGy

β−1
y
∼=

idy

βy∼=

F (G idy)

so F (G idy) = βy ◦ idy ◦β−1
y = idFGy = F (idGy) =⇒ G idy = idGy since F is faithful.

Moreover if h′ : z → u is a morphism in D then both G(h′ ◦ h) and G(h′) ◦G(h) are the
unique f making below square commute

y w

FGy FGw

βy

h′ ◦ h

βw

Ff

Therefore G(h′◦h) = G(h′)◦G(h). Thus G is a functor. Now β : idD → FG is natural by
construction. We obtain αx from the component βFx : Fx→ FGFx since βFx = F (αx)
for unique αx : x → GFx because F is full and faithful. Similarly β−1

Fx : FGFx → Fx
can be written as β−1

Fx = Ff for some morphism f : GFx→ x since F is full and faithful.
Thus F idx = idFx = β−1

Fx ◦ βFx = Ff ◦ F (αx) = F (f ◦ αx) =⇒ idx = f ◦ αx since F
is faithful. Similarly αx ◦ f = idGFx so αx is an isomorphism. Finally α is natural since
by naturality of β below square commutes

Fx FGFx

Fy FGFy

Ff

βFx = Fαx

FGFf

βFy = Fαy
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so Fαy ◦Ff = FGFf ◦Fαx =⇒ F (αy ◦f) = F (GFf ◦αx) =⇒ αy ◦f = GFf ◦αx since
F is faithful. Hence α is natural giving the equivalence (F,G, α, β) between categories
C and D.

A.2. Limits and colimits
One of the most powerful concepts of category theory is the notions of (co)limits. Let
I be any small category, which we will call the indexing category, and let F : I → C be
a functor into another, not necessarily small, category C. We sometimes refer to F as a
diagram in C.

Definition. An object X ∈ C together with morphisms pi : X → F (i) for each i ∈ ob(I)
is called a cone for F if for each α ∈ HomI(i, j), α ◦ F (pi) = F (pj), i. e. if the maps pi
are compatible with the maps in the diagram. A cone (X, pi) is called a limit for F if
it is universal. This means that for any other cone (Y, qi) there is a unique morphism
f ∈ HomC(Y,X) such that qi = pi ◦ f for all i ∈ I.

A cocone resp. colimit of F is defined as a cone resp. limit of the functor F op : Iop →
Cop; however, since we will be using this quite often, here is what this means explicitly:

Definition. An object X ∈ C together with morphisms ιi : F (i)→ X for each i ∈ ob(I)
is called a cocone for F if for each α ∈ HomI(i, j), ιj ◦α = ιi. A cocone (X, ιi) is called a
colimit for F if for any other cocone (Y, ηi) there is a unique morphism f ∈ HomC(X,Y )
such that ιi = f ◦ ηi for all i ∈ I.

(Co)limits need not exist, but if they do exist, they are unique up to unique isomor-
phism. One denotes the unique limit by limF = limi∈I F (i), neglecting the cone maps
pi in the notation, and the colimit by colimF = colimi∈I F (i).
A category that has (co)limits for all diagrams is called (co)complete.
The limit for the empty diagram (ob I = ∅) is called a initial object, if it exists, and the

colimit a terminal object. By definition, an object x is initial if Hom(x, y) is a singleton
for every y ∈ C; analogously x is terminal if Hom(y, x) is a singleton for every y ∈ C.
A category I is called discrete if

HomC(x, y) =

{
∅; x ̸= y

{idx}; x = y.

Small discrete categories are thus the same as sets (and functors between small discrete
categories the same as functions). A diagram F : I → C indexed by a small discrete
category I is just a collection xi of objects of C. A (co)limit of such a functor, if it exists,
is called a (co)product and denoted by

limF =
∏
i∈I

Xi and colimF =
⨿
i∈I

Xi.

Products of two objects are usually denoted as X × Y .
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Another special kind of limit that deserves a name is that of a diagram of the shape

X ⇒ Y,

i. e. where I consists of two objects a and b and HomI(a, b) = {f, g}, whereas HomI(a, a) =
{ida}, HomI(b, b) = {idb}, and HomI(b, a) = ∅. One can, for instance, think of this cate-
gory as the category whose objects are the ordered sets [0] and [1] and the morphisms the
strictly monotonic maps. If the limit of a functor F : I → C exists for such a diagram,
it is called the equalizer of F (f) and F (g) and denoted by eq(X ⇒ Y ). Unsurprisingly,
the dual notion is called the coequalizer coeq(X ⇒ Y ).
In the special case of set-valued functors, limits and colimits have useful element-wise

descriptions:

Lemma A.2.1. Let F : I → Set be a functor. Then

1. For every x ∈ colimF there is an i ∈ I and an xi ∈ F (i) such that ιi(xi) = x.

2. For every pair x, y ∈ limF such that pi(x) = pi(x
′) for all i, we have that x = y.

Proof. For (1), let π : colimF → {0, frm[o]−−} be the map that sends x to 1 and every
other element to 0. Then π ◦ ιi is a cocone for F . If π ◦ ιi is not constantly 0 for some
i ∈ I then there is an xi ∈ F (i) such that π(ιi(xi)) = 1, hence ιi(xi) = x. Otherwise, if
π ◦ ιi ≡ 0 for all i, the map π′ ≡ 0: colimF → {0, 1} is another map such that π ◦ ιi is
a cocone, contradicting the uniqueness in the definition of colimit.
For (2), we employ a similar argument. Let f, g : {0} → limF be given by f(0) = x,

g(0) = y. Since pi ◦ f = pi ◦ g for all i by assumption, pi ◦ f and pi ◦ g are identical cones
for F , hence the maps f and g are the same. Hence x = y.

Finally, we will consider a special case of (co)limits whose usefulness is not that ap-
parent.

Definition. A category I is called cofiltered if it is small and:

(Fi1) For every i, j ∈ ob(I) there is another object k ∈ ob(I) with morphisms i← k →
j;

(Fi2) For every two morphisms f, g : i → j there is another object k with a morphism
h : k → i such that f ◦ h = g ◦ h.

The category I is called filtered if Iop is filtered.

A complete category is clearly cofiltered since one can take k = i × j in (Fi1) and
k = eq(f, g) in (Fi2). However, small categories are almost never complete by a theorem
of Freyd (they will be complete lattices).
A particular kind of filtered category is a poset (Ex. A.0.1) which is filtered. This goes

by the name of a directed set:

Definition. A poset (X,≤) is called inverse if for all pairs x, y ∈ X there is a z ∈ X
such that x ≤ z and y ≤ z (in other words, if any finite subset has an upper bound).
The dual notion is called an inverse set.
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The reason filtered categories have a special place when computing limits and colimits
are the following results:

Lemma A.2.2. Let I be a filtered category and F : I → Set a functor to the category of
sets. Denote the structure maps F (i)→ colimF by ιi. Then

1. For any x, x′ ∈ colimF there is some i ∈ ob(I) and xi, x
′
i ∈ F (i) such that

ιi(xi) = x and ιi(x′i) = x′.

2. If xi, x′i ∈ F (i) are such that ιi(xi) = ιi(x
′
i) ∈ colimF then there is a j ∈ I and a

morphism α ∈ HomI(i, j) such that F (α)(xi) = F (α)(x′i) ∈ F (j).

Proof. For (1), Lemma A.2.1(1) guarantees the existence of i′ and i′′ ∈ I with elements
yi′ ∈ F (i′) and yi′′ ∈ F (i′′) such that ιi′(yi′) = x and ιi′′(yi′′) = x′. By (Fi1), choose
morphisms i′ α−→ i

β←− i′′ and define xi = F (α)(xi′) and x′i = F (β)(xi′′). Then ιi(xi) = x
and ιi(x′i) = x′.
For (2), ….......

Lemma A.2.3. Filtered colimits commute with finite limits in sets. More precisely:
Let I be a filtered category and J a finite category (that is, with finitely many mor-

phisms). Let F : I×J → Set be a functor to the category of sets. Then there is a natural
bijection

ϕ : colim
i∈I

lim
j∈J

F (i, j)→ lim
j∈J

colim
i∈I

F (i, j).

Proof. The natural map ϕ exists for any kind of indexing categories I and J and is
constructed as follows:
Abbreviate

Fi = lim
j∈J

F (−, j) : I → Set and F2 = colim
i∈I

F (i,−) : J → Set

By the universal property of limits and colimits, a map ϕ as above is given by a com-
patible collection of maps ϕij : F1(i) → F2(j). Here compatibility means that for any
α ∈ HomJ(i, i

′) and any β ∈ HomI(j, j
′) we have that

F2(β) ◦ ϕij′ = ϕi′j ◦ F1(α) : F1(i)→ F2(j
′).

Such a collection is naturally given as

ϕij : F1(i)
pj−→ F (i, j)

ιi−→ F2(j).

Indeed, the compatibility condition then reads

F2(β) ◦ pj′ ◦ ιi = pj ◦ ιi = ιi′ ◦ pj ◦ F1(α).

Surjectivity of ϕ: Given y ∈ limj colimi F (i, j) = limF2, the element pj(y) ∈ F2(j) =
colimi F (i, j) has to be in the image of ϕijj for some ij ∈ I by Lemma A.2.1(1). Let

106



A.3. Exactness

xj ∈ F1(ij) be such a preimage. The surjectivity of ϕ is equivalent to asking that we can
find an i ∈ I independent of j such that pj(y) ∈ im(ϕij) for all j. But since J is finite
and I filtered, there is an object i ∈ I with maps αj : ij → i. Then αj(xj) ∈ F1(i) for
all j, and ϕij(αj(xj)) = pj(y).

Injectivity of ϕ: Let x, x′ ∈ colimi F1 be two elements such that ϕ(x) = ϕ(x′). By
Lemma A.2.2 there are elements xi and x′i ∈ F1(i) such that ιi(xi) = x and ιi(x′i) = x′.
Then for all j ∈ J , the elements y = pj(ϕ(x)) = ϕij(xi) and pj(ϕ(x

′)) = ϕij(x
′
i) in

F2(j) are equal. By Lemma A.2.2, there is an α ∈ HomI(i, i
′) and yj ∈ F (i′, j) such

that pj(α(xi) = pj(α(x
′
i) = yj and ιi′(yj) = y for all j. Since this is true for all j,

α(xi) = α(x′i) by Lemma A.2.1(2) and hence x = x′.

A.3. Exactness
Let A denote the category of abelian groups (or R-modules for some ring R). Then for
any small category I, the category AI of functors I → A is also abelian; kernels and
cokernels are computed objectwise. In particular, a sequence X → Y → Z in AI is exact
if and only if for each i ∈ I, X(i)→ Y (i)→ Z(i) is exact.

Theorem A.3.1. If I is filtered then the functor

colim
I

: AI → A

is exact, i. e. it maps exact sequences to exact sequences.

Proof. We only have to show left exactness, i. e. that colimI preserves kernels. But the
kernel of a map f : X → Y is the limit of the finite diagram X

f−→ Y ← 0 in any abelian
category, hence by Lemma A.2.3, colimI preserves them.
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