
Optimal Investment with Partial
Information

Tomas Björk
Stockholm School of Economics

Mark Davis
Imperial College

Camilla Landén
Royal Institute of Technology

Tomas Björk, UNSW, 2008



Standard Problem

Maximize utility of final wealth.

max EP [U (XT )]

Model:

dSt = αStdt + StσdWt,

dBt = rBtdt

Xt = portfolio value at t

ut = relative portfolio weight in stock at t

Wealth dynamics

dXt = Xt {ut(α− r) + r} dt + utXtσdWt

Standard approaches:

• Dynamic programming. (Merton etc)

• Martingale methods. (Karatzas, Duffie, Huang, etc)
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Model:

dSt = αStdt + StσdWt,

dBt = rBtdt

Standard assumption:

• The volatility σ and the mean rate of return α are
known constants or at least observable random
processes.

Standard results:

• Very explicit formulas.

• Nice mathematics.
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Sad facts from real life:

• The volatility σ can be estimated with some
precision.

• The mean rate of return α can not be estimated at
all.

Example: If σ = 20% and we want a 95% confidence
interval for α, of length 2, we have to observe S for
1600 years. This holds regardless of the sampling
frequency.

Furthermore:

• There is no reason to believe that α is constant.

• There is no reason to believe that α is observable.
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Reformulated Problem

• Model α as random variable or random process.

• Do not assume that α can be directly observed.

• Take the estimation procedure explicitly into
account in the optimization problem.
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Extended Standard Problem

Model:

dSt = α(t, Yt)Stdt + StσdWt,

• Y is a “hidden Markov process” which cannot be
observed directly.

• We can only observe S.

Problem:
max EP [U (XT )]

over the class of S-adapted portfolios.
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Previous Studies

Model assumptions:

• Power, log, or exponential utility.

• Y is a linear diffusion:
(Lakner, Genotte, Brennan, Brendle)

• Y is a finite state Markov chain:
(Bäuerle–Rieder, Nagai–Runggaldier,
Haussmann–Sass).

• General martingale approach: (Lakner)

• Equilibrium models: (Feldman etc)

Techniques:

• Filtering theory.

• Use conditional density as extended state.

• Dynamic programming.
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Previous Results

• Very nice explicit results.

• Clever changes of variables in the HJB equation.

• Viscosity solutions.

• Sometimes a bit messy.

• Separate study for each model.

Observation:

• For diffusion driven Y there appears, through HJB
and Feynman-Kac a strange measure Q0. This
measure does not appear when Y is a Markov
chain.

What is really going on?
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Object of Present Study

• Study a more general problem

• Avoid DynP (regularity, viscosity solutions etc).

• Investigate the general structure.
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Present Paper

Model: (Ω,F , P,F)

dSt = αtStdt + StσtdWt,

• α is general F-adapted

• σ is (WLOG) FS-adapted.

• One single asset and zero short rate (for notational
convenience).

Wealth dynamics:

dXt = utαtXtdt + utXtσtdWt,

Problem:
max

u
EP [U(XT )]

over FS-adapted portfolios.
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Strategy

• Start by analyzing the completely observable case.

• Go on to partially observable model.

• Use filtering results to reduce the problem to the
completely observable case.
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Contributions

• More explicit results than Lakner.

• More general model than previous studies.

• The role of Q0 clarified.

• Diffusion and markov chain models treated within
the same framework.
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Related Zariphopoulou Problem

max EP

[
1
γ
Xγ

T

]

dSt = α(t, Yt)Stdt + Stσt(t, Yt)dWt,

dYt = µ(t, Yt)dt + b(t, Yt)dWt.

Note:
Both S and Y are observable. Same W driving S and
Y . (Zariphopoulou allows for general correlation)

Wealth dynamics

dXt = Xt {ut(αt − r) + r} dt + utXtσdWt

For simplicity we put r = 0
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
Ft + sup

u

{
uαxFx +

1
2
u2σ2x2Fxx + µFy +

1
2
b2Fyy + uxσbFxy

}
= 0,

F (T, s, y) =
xγ

γ
.

Ansatz:

F (t, x, y) =
xγ

γ
G(t, y),

PDE:

Gt +
1
2
b2Gyy +

{
µ +

γαb

σ(1− γ)

}
Gy +

γα2

2σ2(1− γ)
G +

γb2

2(1− γ)
·
G2

y

G
= 0

Non linear! We have a problem!
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PDE:

Gt +
1
2
b2Gyy +

{
µ +

γαb

σ(1− γ)

}
Gy

+
γα2

2σ2(1− γ)
G +

γb2

2(1− γ)
·
G2

y

G
= 0

Clever idea by Zariphopoulou:

G(t, y) = H(t, y)1−γ

Ht +
{

µ +
αβ

σ
b

}
Hy +

1
2
b2Hyy +

βα2

2σ2(1− γ)
H = 0,

H(T, y) = 1.

Linear!
Feynman-Kac representation.
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Zariphopoulou Result

• Optimal value function

V (t, x, y) =
xγ

γ
H(t, y)1−γ,

• H is given by PDE or by

H(t, y) = E0
t,y

[
exp

{
1
2

∫ T

t

βα2

(1− γ)σ2
dt

}]
,

where the measure Q0 has likelihood dynamics of
the form

dL0
t = L0

t

(
αβ

σ

)
dWt.

• The optimal control is given by

u∗(t, x, y) =
α

σ2(1− γ)
+

b

σ
· Hy

H
.
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What on earth is going on?
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Completely observable case

Model: (Ω,F , P,F)

dSt = αtStdt + StσtdWt,

• Ft = FS
t

• α and σ are general FS-adapted

• We do not assume a Markovian structure.

Wealth dynamics:

dXt = utαtXtdt + utXtσtdWt,

Problem:
max

u
EP [U(XT )]

over FS-adapted portfolios.
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Martingale approach

Complete market, so we can separate choice of optimal
wealth profile XT from optimal portfolio choice.

max
X∈FT

EP [U(X)]

s.t. budget constraint

EQ [X] = x,

Rewrite budget as

EP [LTX] = x,

where

Lt =
dQ

dP
, on Ft

Lagrangian relaxation

L = EP [U(X)]− λ
(
EP [LTX]− x

)
,
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Relaxed problem

max
X

∫
Ω

{U(X)− λ (LTX − x)} dP.

Separable problem with solution

U ′(X) = λLT

Optimal wealth:

X = F (λLT ) ,

where
F = (U ′)−1

The Lagrange multiplier is determined by the budget
constraint EP [LTX] = x.
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Power utility

u(x) =
1
γ
xγ, X = F (λLT ) , F (y) = y−

1
1−γ ,

Easy calculation gives us.

Result:

• Optimal wealth is given by

X =
x

H0
· L

− 1
1−γ

T ,

• H0 is given by

H0 = EP
[
L−β

T

]
, β =

γ

1− γ

• Optimal expected utility V0 is given by

V0 =
xγ

γ
H1−γ

0 .

• This is where the fun starts.
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H0 = EP
[
L−β

T

]
, β =

γ

1− γ
Recall

LT = exp

{
−

∫ T

0

α

σ
dWt −

1
2

∫ T

0

α2

σ2
dt

}
.

Thus

L−β
T = exp

{∫ T

0

βα

σ
dWt +

1
2

∫ T

0

βα2

σ2
dt

}
.

Define the P -martingale L0 by

L0
t = exp

{∫ t

0

(
βα

σ

)
dWs −

1
2

∫ t

0

(
βα

σ

)2

ds

}

We can then write

L−β
T = L0

T exp

{
1
2

∫ T

0

βα2

(1− γ)σ2
dt

}
.
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H0 = EP

[
L0

T exp

{
1
2

∫ T

0

βα2

(1− γ)σ2
dt

}]
,

Since L0 is a martingale, it defines a change of measure

L0
t =

dQ0

dP
, on Ft,

Thus

H0 = E0

[
exp

{
1
2

∫ T

0

βα2

(1− γ)σ2
dt

}]
,

where L0 has P -dynamics

dL0
t = L0

t

(
βα

σ

)
dWt,
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Results

• Optimal wealth is given by

X =
x

H0
· L

− 1
1−γ

T ,

• H0 is given by

H0 = E0

[
exp

{
1
2

∫ T

0

βα2
t

(1− γ)σ2
t

dt

}]
,

• L0 = dQ0/dP has dynamics

dL0
t = L0

t

(
βαt

σt

)
dWt,

• Optimal expected utility V0 is given by

V0 =
xγ

γ
H1−γ

0 .

This can in fact be extended
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Results in the observable case

• The optimal wealth process is given by

X?
t = x

Ht

H0
· L

− 1
1−γ

t ,

• Ht is given by

Ht = E0

[
exp

{
1
2

∫ T

t

βα2
s

(1− γ)σ2
s

ds

}∣∣∣∣∣Ft

]
,

• The optimal portfolio process is given by

u∗t =
αt

σ2
t (1− γ)

+
1
σt

σH

H

where
dHt = µHdt + σHdWt
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Furthermore

• The optimal expected utility process Vt is given by

Vt =
(X?

t )γ

γ
H1−γ

t .

• L0 = dQ0/dP has dynamics

dL0
t = L0

t

(
βαt

σt

)
dWt,
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Partially observable case

Model: (Ω,F , P,F)

dSt = αtStdt + StσtdWt,

• FS
t ⊆ Ft

• α is only F-adapted and thus not directly
observable.

• σ is FS
t -adapted (WLOG).

Note:
The model is implicitly assumed to be observationally
complete (details below).

Problem:
max

u
EP [U(XT )]

over FS-adapted portfolios.
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Recap on FKK filtering theory

Given some “big” filtration F:

dYt = atdt + dMt

dZt = btdt + dWt

Here all processes are F adapted and

Y = signal process,

Z = observation process,

M = martingale w.r.t. F

W = Wiener w.r.t. F

Problem:
Compute (recursively) the filter estimate

Ŷt = E
[
Yt| FZ

t

]
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The innovations process

Recall F-dynamics of Z

dZt = btdt + dWt

Given FZ
t , our best guess of bt is b̂t, so the genuinely

new information should be

dZt − b̂tdt

The innovations process W̄ is defined by

dW̄t = dZt − b̂tdt

Theorem: The process W̄ is FZ-Wiener.

Thus the FZ-dynamics of Z are

dZt = b̂tdt + dW̄t
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Back to the model

dSt = αtStdt + StσtdWt,

Define Z by

dZt =
1

Stσt
dSt

i.e.
dZt =

αt

σt
dt + dWt

We then have

dZt =
α̂t

σt
dt + dW̄t

where W̄ is FS-Wiener.

Thus we have price dynamics

dSt = α̂tStdt + StσtdW̄t,

We are back in the completely observable case!
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The FS martingale measure Q̄ is defined by

dQ̄

dP
= L̄t, on FS

t , (1)

with L̄ given by

dL̄t = L̄t

(
−α̂

σ

)
dW̄t. (2)

The measure Q̄0 is defined by

dQ̄0

dP
= L̄0

t , on FS
t ,

with L̄0 given by

dL̄0
t = L̄0

t

(
α̂β

σ

)
dW̄t.
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Main results

With notation as above, the following hold.

• The optimal wealth process X̄∗ is given by

X̄∗
t = x · H̄t

H̄0
L̄
− 1

1−γ
t ,

where

H̄t = E0̄

[
exp

{
1
2

∫ T

t

βα̂2

(1− γ)σ2
ds

}∣∣∣∣∣FS
t

]
,

and the expectation is taken under Q̄0.

• The optimal portfolio weight ū∗ is given by

ū∗ =
α̂

σ2(1− γ)
+

1
σ
· σH̄

H̄
,

where σH̄ is the diffusion term of H̄, i.e. H̄ has
dynamics of the form

dH̄t = µH̄(t)dt + σH̄(t)dW̄t.
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Results ctd

Furthermore, the optimal utility process V̄t is given by

Vt =

(
X̄∗

t

)γ

γ
H̄1−γ

t ,
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Log utility

U(x) = ln(x),

Should correspond to the power utility case by setting
γ to zero.

• The optimal portfolio process X? is given by

X?
t = xL−1

t .

• The optimal portfolio weight vector process u∗ is
given by

u∗t =
αt

σ2
t

In particular we see that results from the power case
trivialize in the log case, in the sense that Q0 = P ,
and H ≡ 1.
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Exponential utility

U(x) = −1
γ
e−γx,

The optimal wealth process is given by

X?
t = ertx + e−r(T−t)1

γ
{H0 −Ht − ln(Lt)} ,

where

Ht =
1
2
EQ

[∫ T

t

α2
s

σ2
s

ds

∣∣∣∣∣Ft

]
.

alternatively

Ht = EQ

[
ln

(
LT

Lt

)∣∣∣∣Ft

]

In this case we have Q0 = Q.
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Exponential utility ctd

The optimal portfolio is given by

u?
t = e−r(T−t) 1

γXt

(
αt

σ2
t

− σH(t)
σt

)
where σH is obtained from the H dynamics as

dHt = µH(t)dt + σH(t)dWt.
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The Markovian Case

Model:

dSt = α(t, Yt)Stdt + StσdWt,

• Y is Markov with state space Y and generator A

• For simplicity we assume that W and Y are
independent.

• We can observe S but not Y .

Our general results still hold, so again we project onto
FS and obtain

dSt = ̂α(t, Yt)Stdt + StσdW̄t,

We now assume that Y has a conditional density
process pt(y) w.r.t. some dominating measure m(dy)
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Recall
dSt = ̂α(t, Yt)Stdt + StσdW̄t,

Theorem: The conditional density pt satisfies the
DMZ equation

dpt(y) = A?pt(y)dt

+ pt(y)
{

α(t, y)−
∫

R

α(t, y)pt(y)dm(y)
}

dW̄t

where

dW̄t =
1

Stσ
· dSt −

α̂(t, pt)
σ

dt

α̂(t, p) =
∫

R

α(t, y)p(y)dm(y)

• α̂(t, p) is a deterministic function of time t and the
state variable p.

• The p process is Markov!
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We need to compute things like

H̄t = E0

[
exp

{
1
2

∫ T

t

βα̂2(s, ps)
(1− γ)σ2

ds

}∣∣∣∣∣FS
t

]
,

Thus H̄t is of the form

H̄t = H(t, pt)

The process p is Markov so we can use Kolmogorov.

Note:
dSt = α̂(t, pt)Stdt + StσdW̄t,

We are basically back in the Zariphopoulou setting,
but with y replaced by the infinite dimensional state
variable p.
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Result

• The optimal value function V is given by

V (t, x, p) =
xγ

γ
H̄(t, p)1−γ,

H̄(t, p) = E0
t,p

[
exp

{
1
2

∫ T

t

βα̂2(s, ps)
(1− γ)σ2

ds

}]
,

• The measure Q̄0 has likelihood dynamics

dL̄0
t = L̄0

t

(
α̂(t, pt)β

σ

)
dWt.

• The optimal control is given by

u∗(t, q) =
α̂(t, p)

σ2(1− γ)
+

1
σ2

· H̄p(t, p)[αp]
H(t, p)

,
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H̄(t, p) = E0
t,p

[
exp

{
1
2

∫ T

t

βα̂2(s, ps)
(1− γ)σ2

ds

}]
,

P dynamics of p (the DMZ equation):

dpt = µp(t, pt)dt + σp(t, pt)dW̄t

Q̄0 dynamics of p:

dpt =
{

µp(t, pt) +
α̂(t, pt)β

σ
σp(t, pt)

}
dt + σp(t, pt)dW̄t

∂H

∂t
+

∂H

∂p

{
µp + σp

α̂β

σ

}
+

1
2
∂2H

∂p2
σ2

p +
βα̂2

2σ2(1− γ)
H = 0,

H(T, y) = 1.
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Dimension problems

• The DMZ equation for the conditional density
process p is generally infinite dimensional.

• Thus the PDE for H(t, p) is a PDE with an infinite
dimensional state variable.

• We have a finite dimensional problem iff p evolves
on a finite dimensional submanifold in the space of
densities.

• This basically only happens for two cases:

– α(t, y) is linear in y and Y satisfies a linear SDE,
leading to the Kalman filter.

– Y is a finite dimensional Markov chain, leading
to the Wonham filter.
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On the agenda

• Extension to observationally incomplete markets.
This will lead to (hard) duality theory a la Kramkov-
Schachermayer.

• Understanding the present paper in more depth.
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What is going on?

• What is the economic significance of Q0?

• For log utility Q0 = P and H = 0.

• For exponential utility Q0 = Q.

• What can be said about a more general utility
function?

???
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Recap on FKK filtering theory

Given some filtration F:

dYt = atdt + dMt

dZt = btdt + dWt

Here all processes are F adapted and

Y = signal process,

Z = observation process,

M = martingale w.r.t. F

W = Wiener w.r.t. F

We assume (for the moment) that M and W are
independent.

Problem:
Compute (recursively) the filter estimate

Ŷt = E
[
Yt| FZ

t

]
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The innovations process

Recall F-dynamics of Z

dZt = btdt + dWt

Our best guess of bt is b̂t, so the genuinely new
information should be

dZt − b̂tdt

The innovations process W̄ is defined by

W̄t = dZt − b̂tdt

Theorem: The process W̄ is FZ-Wiener.

Thus the FZ-dynamics of Z are

dZt = b̂tdt + dW̄t
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The FKK filter equations

For the model

dYt = atdt + dMt

dZT = btdt + dWt

where M and W are independent, we have the FKK
non-linear filter equations

dŶt = âtdt +
{

Ŷtbt − Ŷtb̂t

}
dW̄t

dW̄t = dZt − b̂tdt

Remark: It is easy to see that

ht = E
[(

Yt − Ŷt

) (
bt − b̂t

)∣∣∣FZ
t

]
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The Girsanov Theorem

Let W be a P -Wiener process. Fix a time horizon T .

Theorem: Choose an adapted process ϕ, and define
the process L by

dLt = LtϕtWt

L0 = 1

i.e.
Lt = e

R t
0 ϕsdWs−1

2

R t
0 ϕ2

sds

Define the new measure Q by

dQ = LtdP, on Ft

Assume that EP [LT ] = 1,

Then we we can write

dWt = ϕtdt + dWQ
t

where WQ is Q-Wiener.
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Kolmogorov-Feynman-Kac

The solution F (t, x) to the PDE

∂F

∂t
+ µ(t, x)

∂F

∂x
+

1
2
σ2(t, x)

∂2F

∂x2
− k(t, x)F = 0,

F (T, x) = Φ(x).

is given by

F (t, x) = Et,x

[
e−

R T
t k(s,Xs)dsΦ (XT )

]
,

where X satisfies the SDE

dXs = µ(s,Xs)dt + σ(s,Xs)dWs,

Xt = x.
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