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Abstract

A recent paper categorizes classifier learning algorithms
according to their sensitivity to a common type of sample se-
lection bias where the chance of an example being selected
into the training sample depends on its feature vector x but
not (directly) on its class label y. A classifier learner is cat-
egorized as “local” if it is insensitive to this type of sam-
ple selection bias, otherwise, it is considered “global”. In
that paper, the true model is not clearly distinguished from
the model that the algorithm outputs. In their discussion
of Bayesian classifiers, logistic regression and hard-margin
SVMs, the true model (or the model that generates the true
class label for every example) is implicitly assumed to be
contained in the model space of the learner, and the true
class probabilities and model estimated class probabilities
are assumed to asymptotically converge as the training data
set size increases. However, in the discussion of naive Bayes,
decision trees and soft-margin SVMs, the model space is as-
sumed not to contain the true model, and these three algo-
rithms are instead argued to be “global learners”. We argue
that most classifier learners may or may not be affected by
sample selection bias; this depends on the dataset as well as
the heuristics or inductive bias implied by the learning algo-
rithm and their appropriateness to the particular dataset.

1 Introduction

A common assumption made in data mining is that the
training and test sets are drawn from the same distribution.
However, in practice this rarely happens [2]. Assume that
the event s = 1 denotes that a labeled example (x,y) is se-
lected from the domain D of examples into the training set
D, and that s = 0 denotes that (x,y) is not chosen. When
constructing a classification model, we only have access to
examples where s = 1. In [2], four different types of sample
selection bias are clearly discussed according to the depen-
dency of s on x and y. In this paper, we are only interested
in the second case where the selection bias s is dependent
on the feature vector x and it is conditionally independent
of the true class label y given x, i.e., P(s|x,y) = P(s|x).
This type of sample selection naturally exists. For example,
in direct marketing, the customers are selected into the sam-
ple based on whether or not they have received the offer in
the past. Because the decision to send an offer is based on
the known characteristics of the customers (that is, x) before
seeing the response (that is, y) then the bias will be of this
type. In this paper, we shall focus on and refer to the second
type of sample bias as it is believed to be a prevalent prob-
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lem [2]. In [2], inductive learners are categorized into two
types, either “local” or “global”, according to their depen-
dency/sensitivity to sample selection bias.

Definition 1.1 The output of a Local Learner depends
asymptotically only on P(y|x). [2]

Definition 1.2 The output of a Global Learner depends
asymptotically both on P(x) and P(y|x). [2]

In the above definition, “the output of the learner” refers to
the classifier constructed from the training set by a particu-
lar learner. These definitions were discussed in the context
of the second type of sample bias [2]. In [2], several popu-
lar learners including Bayesian classifiers, naive Bayes, de-
cision trees, logistic regressions as well as soft and hard mar-
gin SVMs, are categorized as always being either “local” or
“global” . This original categorization is independent from
the particular application problem and only dependent on the
learner. However, several strong assumptions are implicitly
made, as discussed below, regarding the model space of the
classifiers and the interpretation of P(y|x). In the discussion
of Bayesian classifiers, logistic regression, and hard-margin
SVM always to be sample bias independent “local” classi-

fiers, the following two assumptions are made implicitly.
Assumption 1.1 The learner outputs a classifier 6 that pro-

duces the probability P(y|x,0) to approximate/estimate the

model independent true probability P(y|x).
Assumption 1.2 For Bayesian classql?/ers, logistic regres-

sion, and hard-margin SVM: The learner is a consistent
estimator of the true probabilities P(y|x). That is, the esti-
mated probability P(y|x,0) equals the true model indepen-
dent probability P(y|x) when the training data is exhaustive.
Formally, ¥xlim|p| . P(y|x,0) = P(y|x).

In this notation, 6 denotes the classifier or “the output of the
learner” constructed from training data D. (A summary of all
notations is in Figure 1.) The above assumptions are strong
since the individuality of different problems and different
datasets is not considered. In this paper, we relax these as-
sumptions and take these differences into account. We argue
that Bayesian classifiers, logistic regression and hard-margin
SVMs can be either “local” or “global” classifiers. This is de-
pendent on the particular dataset to which these learners are
applied. On the other hand, when naive Bayes, decision tree
and soft-margin SVMs are characterized as “global” classi-
fiers in [2], the following assumption is made that replaces
Assumption 1.2.

Assumption 1.3 For naive Bayes, decision tree, and soft-
margin SVMs: The learner’s model space does not con-
tain the true model and hence is inconsistent. Formally,
Ixlim| p| o P(y|x,0) # P(y|x).
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e x is feature vector, y is class label, and s = 1 denotes that an example
(x, y) is selected into the training set D.
e P(s = 1|x,y) formally describes sample selection bias, and it denotes

the probability that an example (x, y) is selected into the training set.

e P(s = 1|x,y) = P(s = 1|x) is true for the second type of sample
selection bias where s is only dependent on the feature vector x and it is
independent from class label y.

e P(x) is the probability distribution of feature vector x and it is not related
to either class label y or sample selection bias s.

e P(y|x) denotes the true conditional probability for a feature vector x to be
a member of class y. It is completely determined by the true concept or true
function that an inductive learner is to model. The true function is typically
unknown unless the dataset is synthesized. P(y|x) is independent from
training data as well as sample selection bias.

e O is the model space assumed by a learner.

e 0 is a classifier constructed by a learner by searching in the model space ©
given training data D. By definition, 6 is dependent on both © and D.

e P(y|x,0) denotes the probability for an example x to be of class y, as
estimated by a classifier 6. Typically, P(y|x,0) # P(y|x), in other
words, the estimated probability may not be equal to the true probability.

e Since 6 is dependent on both © and D, we define P(y|x, D, ®) to
represent the same probability as P(y|x, ), ie., P(y|x,D,0) =
P(ylx,0).

Figure 1. Summary of Symbols and Concepts

Similarly, this assumption is also strong because the differ-
ences between datasets are not considered. We also argue
that naive Bayes, decision trees and soft-margin SVMs could
be either “local” (invariant to sample bias) or “global” (af-
fected by sample bias) when the differences between datasets
are accounted for. We generalize this argument that most of
the known inductive learners could behave either as “local”
or “global” learners, depending on the particular dataset as
well as the inductive bias implied by the algorithm. When
the true model of the particular dataset is contained in the
model space, the learner would be local. Nonetheless, when
the true model is not contained in the model space, the learner
would be global.

2 Improved Categorization

Formal Definitions: In [2], P(x) is defined as “a global
distribution over the entire input space”, and a global clas-
sifier is affected by sample selection bias “because the bias
changes P(x)”. Formally, P(x) is the probability distribu-
tion solely as a function of the feature vector x, and it is in-
dependent of class labels y. For example, assume that there
are only two binary-valued features and each unique combi-
nation of feature values happens with equal chance. In this
case, Vx, P(x) = 0.25. Given the new formal definition in
this paper, P(x) is a problem dependent quantity and is inde-
pendent from sample selection bias. Borrowing the notation
of sample selection bias introduced in [2], a global classi-
fier’s dependence on sample selection bias is best formalized
through the dependence on P(s = 1|x) rather than on P(x).
In general, P(s = 1|x) is not related to P(x).

Definition 2.1 Improved and General Definition of Global
Learners: A global learner’s output depends asymptotically
onboth P(s = 1|x,y) and P(y|x). Under the second type of
sample selection bias, it depends on P(s = 1|x) and P(y|x).

In [2], P(y|x) “refers to many local distributions, one for
each value of x”. Strictly speaking, P(y|x) denotes the true

conditional probability distribution or the posterior proba-
bility distribution for a feature vector x to be a member of
class y. The true class label for x is generated according to
P(y|x). P(y|x) is completely determined by some unknown
true function, and is unrelated to either the training data D or
the model space of the inductive learner. Obviously, the true
probability P(y|x) is independent from both the sample se-
lection bias due to training data D and the inductive bias due
to choice of hypotheses space of a particular algorithm. In re-
ality, for most practical applications where the dataset is not
synthesized, the true probability distribution P(y|x) is not
known either before or after training some model. The avail-
ability of true probability P(y|x) to model is very different
from the true class label y. Class labels y’s are provided in
the training data, and are essential for inductive learners to
construct classifiers. However, the true probability P(y|x) is
normally not given. Even if a feature vector x in the train-
ing data has class label y, it is strongly biased to assume that
P(y|x) = 1 in general. One instance of (x, y) is just a sin-
gle observation. By definition, P(y|x) is the probability to
observe class label y when x is sampled repeatedly.

Classifiers as Approximators of P(y|x): Most induc-
tive learning algorithms construct classifiers to either directly
or indirectly measure, approximate and output the true prob-
ability P(y|x) by searching for one or a set of hypotheses
that are consistent with the training data D in some hypothe-
ses space © specific to each learning algorithm. The choice
of hypothesis is called inductive bias. The model space for
decision tree learning algorithm is the complete set of trees
that tests each feature of the feature vector in different orders
and with different splitting conditions. However, the model
for logistic regression is the set of logistic regression formu-
las with different coefficients corresponding to each feature.
For classification algorithms that do not directly output con-
ditional probabilities, they either output a score (specific to
each algorithm) or predict the “most likely” class label. The
scores can be normalized into conditional probability esti-
mates. When scoring is unavailable, we interpret the esti-
mated probability for the predicted class as 1, and O for all
others. In summary, classifiers can be represented as ap-
proximators of the true conditional probability. Formally,
we use the notation P(y|x, D, ©) to denote a classifier con-
structed by some learner to approximate P(y|x). In this
notation, D is the training set of examples with s = 1 or
D = {¥(x,y) € D As = 1}, O is the model space im-
plied by the learning algorithm, such as the complete set
of decisions trees. The learning algorithm searches for a
model (or an ensemble of hypotheses) § € © that is con-
sistent with the training data D. When there are multiple
hypotheses consistent with the training data D, preferences
are given to certain models. We could use 6 to replace the
dependency on both D and © in the notation, i.e., we define
P(y|x,0) = P(y|x,D,©). In our notation, 6 is the “out-
put of the learner” used in the original definitions of “local”
and “global” or Definitions 1.1 and 1.2. The chosen model

6 specifies the exact procedures to compute and appro: -
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the true probability P(y|x). If 6 is a decision tree, it specifies
the order of feature tests, the threshold value for continuous
variable tests, and the number of examples belonging to dif-
ferent classes at the leaf nodes.

Learner Consistency at Estimating Probabilities: The
classifier 6 is trained to estimate/approximate the true proba-
bility P(y|x). However, the estimated probability P(y|x, )
may not be equal to P(y|x), if the true model or a model that
produces P(y|x) is not contained in the model space of the
learner. We say that a learner is consistent if the learning al-
gorithm can find a model 6 that is equivalent to the true model
at producing class conditional probabilities given an exhaus-
tive training data set. Formally, a learner is consistent if it
can find a model # from an exhaustive number of examples
such that Vx lim|p| .o P(y|x,0) = P(y|x). For example,
if a decision tree algorithm is used to approximate a non-
vertical and non-horizontal linear function that separate the
space into two classes, it will never be able to find a tree with
0 error rate. At best, a decision tree approximates the linear
function with steps. Clearly, the consistency of a particular
learner depends on the dataset that it is applied to. In other
words, the same learner could be consistent for some dataset
but inconsistent for others. Verification of learner consis-
tency for an arbitrary dataset is a difficult problem. To the
best of our knowledge, there is no published work to exhaus-
tively test a learner’s consistency for an arbitrary dataset. A
complete answer is impossible for realistic problems with in-
finite number of examples and unknown true function, such
as mortgage application and catalog campaigns. Based on
the above analysis, we propose to relax Assumptions 1.2
and 1.3.

Assumption 2.1 Relaxed assumption of Assumption 1.2
and 1.3 We do not assume the learner’s consistency, i.e., it
could be either consistent or inconsistent.

Limited Utility of P(y|x,s = 1) = P(y|x): Re-writing
P(s|x,y) = P(s|x) by the definition of conditional proba-

Ployx) — P(S:;). Re-arranging the de-

bility, it becomes P B
nominators and using the definition of conditional probabili-
ties, it becomes obvious that P(y|s = 1,x) = P(y|x). Fol-
lowing the definition of training dataset D), the dependency
on s = 1 can be replaced by a dependency on the training
set D, i.e., P(y|D,x) = P(y|x). P(y|s = 1,x) = P(y|x)
is used in [2] to argue that some algorithms, e.g., Bayesian
classifier, logistic regression and SVM, are independent from
the second type of sample selection bias. However, this is
only true under assumption 1.2 that the learner is consistent.
However, as discussed in Section 2, the estimated probabil-
ity is actually P(y|x,6), and we generally cannot assume
the learners are consistent for many realistic problems. One
deeper interpretation is that any consistent learner is “suffi-
ciently and necessarily” local under the second type of sam-
ple selection bias since (P(y|s = 1,x) = P(y|x)) <
(P(s =1lx,y) = P(s = 1|y))

Bayesian Classifiers: In the analysis of Bayesian clas-
sifiers to be “local” [2], the following equation is used

P(x‘y]’féﬁiglszl) = P(y|lx,s = 1) = P(y|x). This
above analysis does not consider the dependency on the
model space of the learner or ©. For a Bayesian classi-
fier, © describes exactly how to estimate P(x|y,s = 1)
and P(x|s = 1) from the training data D with sample se-
lection bias. In fact, P(x|]y,s = 1) and P(x|s = 1) are
P(x]y,s = 1,0) and P(x|s = 1, O) respectively. By def-
inition of D, the dependency on s = 1 can be replaced by
the dependency on D. These two probabilities can be then
represented as P(x|y, D,©) and P(x|D, ©) instead. As an
example, suppose that we have a dataset with all categorical
features. Obviously, P(x|y, D, ©) is the ratio of all exam-
ples in the training data D with class label y that also have
feature vector x. Now, the problem is to decide what num-
bers to divide to calculate this ratio. For simplicity, we as-
sume that each feature vector x is unique. In this case, if the
choice is to consider every feature z; in the feature vector
x, then P(x|y, D,©) = ﬁ if x has class label y, other-
wise 0. In this notation, D, is the subset of examples in the
training dataset D that have class label y. P(x|D, ©) is \_I%JI
because each feature vector x is assumed to be unique. Tak-
ing everything into consideration, P(y|x, D,©) = 1 if x has
class label y or O otherwise. This computation is straight-
forward but not very useful, since there is no generaliza-
tion and it is equivalent to “rote learning”. The problems
come from the strong assertions to consider every feature x;
in the feature vector x. In reality, we normally only con-
sider a “subset” of features in the feature vector x in order
for the algorithm to generalize. The exact subset of fea-
tures to consider depends on the training data D. Since ©
actually represents these inevitable choices, the dependency
on O cannot be ignored. In summary, due to the inevitable
assertions and choices, it is generally very hard to compute
P(y|x) exactly for Bayesian classifiers. As a matter of fact,
we still compute P(y|x, D, ©), and neither the dependency
on D nor the dependence on O can be removed. To be spe-
cific, we provide an example to show that Bayesian classi-
fier can also be “global”, as opposed to the analysis in [2]
that it is always “local”. Assume that the feature vector
can be decomposed into two disjoint subsets x = (X1, X2).
Let the true conditional probability only depend on x;, i.e.,
P(y|x) = P(y|x1), and the selector variable depend only
on xs, i.e., P(s = 1|x) = P(s = 1|x2). Under this situ-
ation, the choice of features to compute P(x|y,s = 1) and
P(x|s = 1) decides how much the sample selection bias will
influence these estimated quantities from the data. If luckily,
only those features € x; are taken into account to compute
P(x]y,s = 1) and P(x|s = 1), then the effect of sample
selection bias will be rather small. However, if any features
€ x4 are chosen to compute P(x|y, s = 1) and P(x|s = 1),
the estimated probability will reflect sample selection bias.

Naive Bayes Classifier: In [2], naive Bayes is argued
to a global classifier that is affected by sample selection
bias since the independence assumption may not always hold

true. However, this does not imply that the naive ™
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classifier is always a ‘“global classifier” for any datasets.
For some datasets where the independence assumption holds
true, naive Bayes computes exactly P(x‘y}faﬂig‘szl)
P(y|x,s = 1), which is P(y|x) according to the assump-
tion of the second type of sample selection bias. A simple
example that satisfies the independence assumption is one
whose true label is only dependent on one feature, and all

other features are irrelevant, i.e., 3i, P(y|x) = P(y|x;).

Logistic Regression In [2], logistic regression is de-
scribed as P(y = 1|x,s = 1) = 1+exp(ﬁo+611m1+...+ﬂn:cn)'
Logistic regression is argued to be free from the second
type of sample selection bias in [2] as “because we are as-
suming that y is independent of s given x we have that
P(y = 1]x,s = 1) = P(y = 1|x)”. This assumption ig-
nores the effect of D on 0, or the set of parameters [3; in
this case. A further proof would be required to justify that
Bi’s are not affected by s = 1 for any dataset D. How-
ever, this could be very difficult since 3]s are computed from
D by minimizing log-likelihood function through Newton’s
method. In [2], a simple example of one independent vari-
able is shown to justify the claim that logistic regression is
not affected by sample selection bias. Although this exam-
ple is indeed correct, it is over simplified. The true function
for the given example is a simple linear separable function
P(1|z > —0.75) = 1. The likelihood equation of logistic
regression, both binary response and ordinal response (> 2
classes), is not guaranteed to have a finite solution. The ex-
istence of maximum likelihood estimate depends on the con-
figuration of chosen training examples [1]. There are three
mutually exclusive and exhaustive categories, i.e., complete
separation, quasicomplete separation and overlap. For a for-
mal and detailed explanation of these three cases, please re-
fer to [1]. In summary, complete separation equals to the
simplest case of “linear separatability”. As long as all the
data points in the domain x are linearly separatable, logistic
regression is completely free from any sample selection bias
including the second type of sample selection bias as dis-
cussed in [2]. However, in “quasicomplete” and “overlap”,
the data points are not “linearly” separable. In both cases, the
solution , i.e, 3’s, are sensitive to the second type of sample
selection bias. An illustrative example can be found in [1].

Decision Trees: Decision trees are argued to be “global”
classifier independent from the dataset and problem in [2].
However, a decision tree could also be a “local” classifier.
The decision path of a tree tests a sequence of features start-
ing from the root of tree to the current node. Without loss
of generality, assume that decision path is (z1,zo, ..., zk),
which is a true subset of the full feature vector, or C x =
(x1,29,...,%,). Assume that each feature is categorical.
Then P(y|x, s) = P(y|x) implies P(y|x1,z2,..., 2k, 8) =
P(y|lz1,xo,...,x) if Tgy1,. .., z, are irrelevant at predict-
ing the class label y but may be exclusively used to determine
if the instances are selected into the training set.

SVM: In [2], the hard-margin SVM algorithm is argued
to be a local learner, while the soft-margin SVM algorithm

is argued to be a global learner. The hard-margin SVM al-
gorithms learn the parameters a and b describing a linear
decision rule, h(x) = sign(a - x + b) whose sign deter-
mines the label of an example, so that the smallest distance
between each training example and the decision boundary,
i.e. the margin, is maximized. Given a sample of examples
(xi,y:), where y; € {—1,1}, it accomplishes margin max-
imization by solving the following optimization problem:
minimize: V (a,b) = La-a, subjectto: Vi : y;[a-x;4b] > 1.
The constraint requires that all examples in the training set
are classified correctly, i.e., that the data can be separated
by a hyperplane. If this is indeed the case, sample selec-
tion bias will not asymptotically affect the output of the
hard-margin SVM algorithm as argued by [2]. However, be-
cause this algorithm does not have a solution if the data is
not linearly separable it cannot be applied in most practi-
cal cases. The soft-margin SVM algorithms introduces slack
variables &; > 0 for each example (x;, y; ). The optimization
is changed to minimize: V' (a,b,§) = %a ca+CY G,
subjectto: Vi: y;la-x;+b] >1—¢&, & > 01If a train-
ing example lies on the wrong side of the decision boundary,
the corresponding &; is greater than 1. Therefore, Y-, & is
an upper bound on the number of training errors. The factor
C is a parameter that allows one to trade off training error
and model complexity. In [2] it is argued that sample selec-
tion bias affects the soft-margin SVM because it can change
the sum of &; values by making regions of the feature space
denser than others. When this sum is changed, the decision
boundary is also changed. Therefore, the soft-margin SVM
algorithm is characterized as a global leaner. While this is
true in general, like other learners, the soft-margin SVM al-
gorithm can also behave as a local learner depending on the
specific dataset used. In particular, if the data is linearly sep-
arable, the sum of ¢; values will be always zero and sample
selection bias will not asymptotically affect the output. This
is also the case if the minimum of the sum is not changed by
the bias (for example if the bias only affects examples that
are on the correct side of the boundary).

3 Conclusion

One important contribution of this paper is to relax the as-
sumptions made in an earlier paper [2] and argue formally
and by examples that most classifier learners could be sen-
sitive or insensitive to a common type of sample selection
bias where the chance of an example being selected into the
training set depends on its feature vector x but not directly
on its class label. In conclusion, a learner could be sensitive
or global [2] for some datasets and insensitive or local [2] for
others. A longer version of this paper including experimental
results verifying theoretical analysis and a detailed review of
many related works is available upon request.
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