
Filip Lindskog, December 2014

Errata - Risk and Portfolio Analysis: Principles and Methods

• Page 7: The equation at the end of the page should read:

|k2 − k1|2 = |v2 + c2 − v1 − c1|2 = |v2 − v1|2 + |c2 − c1|2

• Page 31: In Exercise 1.5 (b) we assume that the future 1-year zero rate
and the 1-year credit spread are independent. It should read: “... and
that the 1-year credit spread in 1 year is N(0.13, 0.032)-distributed and
independent of the 1-year Treasury zero rate in 1 year”

• Page 52: The last two sentences should be: Suppose further that the
time 1 best estimates of Ck are uncorrelated with the time 1 bond
prices and also with pairwise products of bond prices so that

Cov(E[Ck | I1]e−r1,k(k−1), e−r1,j+1j) = E[Ck] Cov(e−r1,k(k−1), e−r1,j+1j)

for all j, k.

• Page 54: In the last sentence “Viewed from ... p0(t, x).”, p0(t, x) should
be p0(T, x)

• Page 55: On top of the page π1(CT ) is computed. Here e−r1,T−1(T−1)

should be e−r1,T (T−1). This applies also to the two occurrences of
e−r1,T−1(T−1) in Example 3.6.

• Page 56: N1 should be N1! in the expression

N1

c2! . . . ck!nk!
qc22 . . . qckk q̃

nk
k .

There are three occurrences of e−r1,k−1(k−1) that should be e−r1,k(k−1).

• Page 58: In the computation of P(N2 = k | N1 = j), e − λ should be
eλ. In the expression for the value L of the liability,

∞∑
k=2

e−r1,k(1− θ)k−1 should be

∞∑
k=2

(
e−r1,k(1− θ)

)k−1
In the expression for the hedging error Â− L at time 1,

n∑
k=1

(E[Ck]− E[Ck | I1])e−r1,k(k−1),

n should be ∞.
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• Page 70: There should not be a “comma” in the subscript:

m∑
k=1

hk∇Pk,(r)T∆r should be
m∑
k=1

hk∇Pk(r)T∆r

• Page 77: There are several typos on this page. The correct version is:

∇P1(r)Tol = −105.25
1

4
e−r1/4ol1,

∇P2(r)Tol = −5.5
3

4
e−r33/4ol3 − 105.5

7

4
e−r77/4ol7,

∇P3(r)Tol = −4.5
2

4
e−r22/4ol2 − · · · − 4.5

14

4
e−r1414/4ol14

− 104.5
18

4
e−r1818/4ol18,

∇P4(r)Tol = −5.0
4

4
e−r44/4ol4 − · · · − 5.0

36

4
e−r3636/4ol36

− 105.0
40

4
e−r4040/4ol40.

Similarly for the liability:

P (r) =
40∑
k=1

E[Ck]e
−rkk/4,

∇P (r)Tol = −
40∑
k=1

k

4
E[Ck]e

−rkk/4olk, l = 1, . . . , 4.

• Page 99: In the last paragraph, the maximization-of-expectation pro-
blem corresponds to σ0 = 0.3 and the minimization-of-variance pro-
blem corresponds to µ0 ≈ 1.05.

• Page 124: Exercise 4.6: In “(the probability that the first issuer has
rating “Good” and the second issuer has rating “Excellent” is 0.6,
etc.)” the value 0.6 should be 0.632718.

• Page 124: Exercise 4.6: The third paragraph begins “Consider an in-
vestment ...”. It should be “Consider a 1-year investment ...”.

• Page 125: In the matrix of probabilities, the (3, 1)-entry (row,column)
should be 0.064597 instead of 0.064579 and the (4, 1)-entry should be
0.800633 instead of 0.80063.

• Page 129: Just before Remark 5.1: “...omit the second equation in
(5.2)” should be “...omit the first equation in (5.2)”

• Page 138: It should be explicitly stated that u in (5.8) is a HARA
utility function.
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• Page 155: Exercise 5.1 (b) does not make sense. It may read as follows
instead:
Another investor is an expected-utility maximizer with utility function
u(x) = xβ for β < 1, and invests $100 in long positions in the defaul-
table bond and the risk-free bond. Also this investor believes that the
default probability is 0.02 and decides to invest less than $50 dollars
in the defaultable bond. What can be said about β?

• Page 162: In the 18th row, “.at” should be “at”

• Page 164: In the sixth row, the expression λx01− (1−λ)x02 should be
λx01 + (1− λ)x02.

• Page 212: The caption of Fig. 7.3 is wrong and should read as follows.
Left plot : the tail of the empirical distribution of X using every 20th
observation (rough staircase) and using historical simulation with 5000
resamples (smooth). Right plot : estimates of VaRp(X) as a function
of p based on the empirical distribution using every 20th observation
(rough staircase) and using historical simulation with 5000 resamples
(smooth).

• Page 212: The plots of Fig. 7.3 are wrong due to an error in the corre-
sponding R-code (now corrected). The correct plots are shown below.
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• Page 233: The expression (8.2) should read:

Γ((ν + 1)/2)

σ
√
νπΓ(ν/2)

(
1 +

(x− µ)2

νσ2

)−(ν+1)/2
for all x,

i.e. there is a σ missing in the denominator.
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• Page 234: In the last paragraph before Example 8.1 Exp(1/β) should
be Exp(β), i.e. “If α is an integer, then Γ(α, β) is the distribution of
the sum of α independent Exp(β)-distributed random variables.”

• Page 235: Just before Example 8.2 it should read: “in the sense that
Fµ,σ(x)/Fµ̃,σ(x)→∞ as x→ −∞ if µ̃ > µ.”

• Page 235: Example 8.2: The first math display in Example 8.2 should
read:

gν

(x− µ
σ

) 1

σ
= C

(
1 +

(x− µ)2

νσ2

)−(ν+1)/2
with C =

Γ((ν + 1)/2)

σ
√
νπΓ(ν/2)

.

In the last math display, σν+1 should be σν , i.e.:

tν

(x− µ
σ

)
∼ Γ((ν + 1)/2)√

νπΓ(ν/2)
ν(ν−1)/2σν(−x)−ν as x→ −∞.

• Page 241: Example 8.5: “continutation” should be “continuation”

• Pages 246,247: Every θ should be θ to indicate that the parameter is
a vector.

• Page 250: The parameter vector (θ0, θ1, θ2, θ3) = (0, 3, 0, 2.038181)10−3

does not give a distribution with standard deviation 0.01 and therefo-
re the comparison of the densities in the right plot in Figure 8.6 (the
plot to the left below) is not necessarily very informative. With the
parameter vector (θ0, θ1, θ2, θ3) = (0, 3, 0, 1.935087)10−3 we get stan-
dard deviation 0.01 and a slightly different plot (the plot to the right
below).
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• Page 252: The parameter θ3 should appear as θ
1/3
3 in the asymptotic

approximation of the left tail of the polynomial normal distribution.
The corrected version reads as follows:
Therefore, G(x) = Φ(−(−x/θ3)1/3) satisfies limp→0G(F−1θ (p))/p = 1.
The left tail of G is not explicitly given but it is easier to analyze than
that of Fθ.

We claim that, as x→ −∞,

Φ(−(−x/θ3)1/3) ∼ φ((−x/θ3)1/3)(−x/θ3)−1/3

=
θ
1/3
3√

2π(−x)1/3
exp

{
− (−x)2/3

2θ
2/3
3

}
.

To show this relation we use l’Hôpitals rule which implies that

lim
x→−∞

Φ(−(−x/θ3)1/3)
φ((−x/θ3)1/3)(−x/θ3)−1/3

= lim
x→−∞

d
dxΦ(−(−x/θ3)1/3)

d
dxφ((−x/θ3)1/3)(−x/θ3)−1/3

.

Computing the derivatives and using that φ′(y) = −yφ(y) give

d

dx
Φ(−(−x/θ3)1/3) = φ((−x/θ3)1/3)(−x)−2/3θ

−1/3
3 /3,

d

dx
φ((−x/θ3)1/3)(−x/θ3)−1/3 = φ′((−x/θ3)1/3)(−x)−1/3

+ φ((−x/θ3)1/3)(−x)−4/3θ
1/3
3 /3

= φ((−x/θ3)1/3)(−x)−2/3θ
−1/3
3 /3

+ φ((−x/θ3)1/3)(−x)−4/3θ
1/3
3 /3

which verifies the claim. We conclude that the distribution function
Fθ of the polynomial normal random variable θ0 + θ1Y + θ2Y

2 + θ3Y
3

satisfies

Fθ(x) ∼ 1√
2π(−x/θ3)1/3

exp
{
− 1

2
(−x/θ3)2/3

}
as x→ −∞.

• Page 256: For any nonnegative independent and identically distributed
random variables X,X1, . . . , Xn it holds that

P(X1 + · · ·+Xn > x) = nP(X > x) P(X ≤ x)n−1

+ P(Xk > x and Xl > x for some k 6= l)

+ P(X1 + · · ·+Xn > x and Xk ≤ x for every k),

where the second term on the right-hand side is bounded from above
by
(
n
2

)
P(X > x)2.

5



• Page 261: The lower bound 1 obviously holds if Y is nonnegative. Here
Y is allowed to take negative values so another lower bound is required:
Therefore

P(X + Y > x)

P(X > x)
≤ P(X > (1− ε)x)

P(X > x)
+

2 P(|Y | > εx)

P(X > x)

≤ P(X > (1− ε)x)

P(X > x)
+

2 E[|Y |α+δ]
(εx)α+δ P(X > x)

→ (1− ε)−α + 0

as x → ∞, where Markov’s inequality was used in the second-to-last
step above. Since, for any λ > 0,

P(|Y | > εx | X > λx) =
P(X > λx, |Y | > εx)

P(X > λx)
≤ P(|Y | > εx)

P(X > λx)
→ 0

as x→∞ it holds that

P(X + Y > x)

P(X > x)
≥ P(X > (1 + ε)x, |Y | ≤ εx)

P(X > x)

= P(|Y | ≤ εx | X > (1 + ε)x)
P(X > (1 + ε)x)

P(X > x)

→ (1 + ε)−α

as x→∞.

• Page 279: In the proof of Proposition 9.4, the two occurrences of dz
should be removed.

• Page 282: In the last math display,

− lim
x→−∞

Φ(x)

φ(x)

(1− ρ
1 + ρ

)1/2
should be

− lim
x→−∞

Φ(x)

φ(x)
φ
((1− ρ

1 + ρ

)1/2
x
)(1− ρ

1 + ρ

)1/2
• Page 289: The last math display is wrong and should read

VaRp(VT − V0/B0) ≈ VaRp((w
TΣw)1/2Y1) = (wTΣw)1/2F−1Y1

(1− p),

• Page 290: The last math display is wrong and should read

VaRp(VT − V0/B0) ≈ T 1/2(0.012d(1 + 0.4(d− 1)))1/2Φ−1(1− p)
= (0.46T )1/2Φ−1(1− p).
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• Page 294, second to last row: N(0,Σ) should be Nn(0,Σ)

• Page 305: The ML estimates of the Student’s t parameters based on
British Telecom logreturns should be the parameter estimates based
on Deutsche Telekom logreturns and vice versa. It should read

(2 · 10−4, 0.015, 7.7) (British Telecom in pounds),
(−6 · 10−4, 0.013, 3.7) (Deutsche Telekom in euros),

(2 · 10−4, 0.006, 9.6) (SEK/GBP),
(8 · 10−5, 0.004, 8.6) (SEK/EUR).

• Page 313, first row: the integrand

E[I{Y1 ≤ x1} − I{X1 ≤ x1}] E[I{Y2 ≤ x2} − I{X2 ≤ x2}]

should be

E[(I{Y1 ≤ x1} − I{X1 ≤ x1})(I{Y2 ≤ x2} − I{X2 ≤ x2})]

• Page 314, proof of Proposition 9.9: Fλ(x1, 1) and Fλ(1, x2) should be
Fλ(x1,∞) and Fλ(∞, x2), respectively.

• Page 325, Exercise 9.1 (a): The following should be added at the end
of the statement:
“given the constraint that E[h0 + h1X1 + · · ·+ hdXd] = E[L]”

• Page 328, Project 10: “The bond portfolio has the cash flow given in
Table 9.1.” should be “One share of the bond portfolio has the cash
flow given in Table 9.1.”

• Page 329, Project 11: It should be added that Zk has zero mean:
“that Zk has a Student’s t distribution with three degrees of freedom,
zero mean, and standard deviation 0.01 for each k”

7


