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AbstractA model of loan losses for Swedbank has been developed. Loan losses of ninedi�erent segments and the two major regions in which Swedbank is active,Sweden and the Baltic region, are mapped to changes in macroeconomicfactors of the two regions. The time lags of with which macroeconomicfactors explain loan losses are studied. Linear regression is performed of lossratios on changes of macroeconomic factors at the optimal time lags. A modelfor the changes of macroeconomic factors is calibrated and a large number ofsimulations are performed. Using the simulated samples, Swedbank's futureloss ratios are predicted one quarter and one year ahead.Changes of macroeconomic factors in the Baltic region are shown to ex-plain the loan losses of the Baltic region well. The changes of macroeconomicfactors of the Swedish region are shown to have a low level of explanationof loss ratios pertaining to the Swedish region. The fact that loss ratios inthe Baltic region are better explained by macroeconomic factors could be ex-plained by customers in this region having less bu�er to adverse movementsof the economy.
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Chapter 1Introduction1.1 Problem FormulationThe purpose of this master's thesis is �rstly to complete a survey of the li-terature within the �eld of dependence and interaction of market and creditrisk. Secondly, the aim is to develop a model for Swedbank's credit lossesby studying the dependence between credit losses and macroeconomic fac-tors. Using this model the interdependence between credit losses in di�erentsegments will be studied.1.2 StructureIn the remainder of chapter 1 literature related to interaction of credit andmarket risk is summarized. In chapter 2 a theoretical background of usedmathematics is provided. Data from Swedbank and macroeconomic data isexplained and presented in chapter 3. In chapter 4 regression models of lossratios are derived. A model of the macroeconomic factors is calibrated inchapter 5 . These models are used for simulation and prediction of loss ratiosin chapter 6 and 7. A conclusion and summary is given in chapter 8.1.3 Related LiteratureThere are many risktypes that banks face. The most commonly addressedare credit risk, market risk, operational risk and business risk. Only creditand market risks are within the scope of this literary overview. Market riskcan be divided into:
• Equity risk, the risk of adverse stock price changes.
• Interest rate risk, the risk of adverse interest rate changes.
• Currency risk, the risk of adverse foreign exchange rate changes.1



• Commodity risk, the risk of adverse commodity price changes.Credit risk is the risk of loss due to a non-payment of a loan or interest on aloan. Credit risk is usually divided into credit risk from lending to corporatecustomers and private customers.The di�erent models can be divided into "top-down" and "bottom-up"models (Overbeck, 2006). In the "top-down" approach risks are �rst cal-culated by risk type and then aggregated on group level of the bank. Theinterdependence of the risks are then calculated using the aggregated riskfactors. In the "Bottom-up" approach all risks are �rst considered on atransaction level and then aggregated to calculate the total risk of the bank.Di�erent risks are measured over di�erent time horizons. Market risk isusually measured using a VaR measure over a ten day period. VaR is a singleperiod model where the portfolio is assumed to remain the same over the tenday period. Credit risk is usually measured on a one year time horizon usinga single period model. Measuring credit and market risk in the same modelrequires a time scaling of either or both risk types so that they are measuredon the same time horizon. Most commonly market risk is scaled to the sametime horizon as credit risk. One could take the sum of daily/ten day VaRover one year and consider this your measure of market risk. (Rosenberg &Schuermann, 2006; Larsson, 2009). Aas et al. (2007) �rst measure marketrisk using the worst ten day VaR outcome over one year. They then take thesum of the macroeconomic factors used in the calculation to measure creditrisk on a one year time horizon. Drehmann et al. (2008) model credit riskand interest rate risk in the same multi period model thus eliminating theneed of scaling either of the risks.One way of measuring interdependence between di�erent risk types is to�rst map the risks to macroeconomic factors and then model the dependencebetween these. Here one must decide upon macroeconomic factors. As tocorporate credit risk (lending to corporations) Carling et al. (2007) showthat yield curve, output gap and household expectations are good explana-tory macroeconomic variables. Rosenberg & Schuermann (2006) use monthlyspreads for bond indices and treasury yields to model credit risk. They useequity returns (S&P 500), currency returns (10 year constant maturity trea-sury rate) and interest rate changes (di�erence of the trade weighted currencyindex). Aas et al. (2007) use a Norwegian credit loss index reported yearlyfor credit risk and eleven di�erent indices to model market risk. Drehmannet al. (2008) stress the importance of income gearing as an explanatory vari-able of both household and corporate probability of defaults. Further they�nd that property prices a�ect the probability of defaults. As to modellinginterest rate they use output gap, in�ation and bank rate as explanatoryvariables.One must consider that risks can be a�ected by changes in macroeco-nomic factors with di�erent time lags. Larsson (2009) addresses this con-2



cern. Larsson studies the optimal time lag in terms of correlation betweenmacroeconomic variables and the risk �gures reported by the bank.Credit risk may also have an accounting delay, i.e. a default may bereported or viewed as a default by the bank with a delay. This could createa calibrating problem since both above concerns create a time lag betweenactual macroeconomic changes and realizations of credit risk.1.3.1 Integration of Credit and Market risk (Overbeck, 2006)The author provides an overview of risk integration approaches. Top-downand bottom-up approaches are explained.Top-Down ApproachIn the top-down approach credit and market risk is �rst measured separatelyand then the sum of the two stochastic variables de�nes the total risk.
Ltotal = LM + LCNow it remains to obtain the joint bivariate distribution of the vector (LM , LC)to calculate the distribution function of Ltotal. Overbeck identi�es two ap-proaches, the factor approach and the copula approach. Note that both riskshave to have the same time horizon. Typically market risk is measured ata 10-day time horizon and credit risk on a one-year horizon. A commonsolution is to scale market risk to a one-year time horizon, something theauthors argues is an acceptable compromise on a very high aggregation level.Factor ApproachIn the factor approach market and credit risks are driven by a set of factors.For market risk these factors could be interest rates, FX rates, equity pricesetc.. For credit risk these factors could be default rates, macroeconomicvariables, asset values and equity indexes. All factors are denoted by thevector F̂ = (F1, . . . , FK). The loss variables have the representation:
LC = L̃C(F̂ )

LM = L̃M (F̂ )for some functions L̃C(·) and L̃M(·). Note that some factors may a�ect bothrisks and that K could be a very large number. Now it remains to decideupon a multivariate distribution for the factors, by simulating a large numberof scenarios and thereby obtaining the distribution of Ltotal.3



Copula ApproachThe marginal distributions of market and credit risk are well analysed inliterature. What remains to be done in the copula approach is to specify thedependence between the two. Usually a Gaussian or student-t copula is usedto describe this dependence. The author argues that a normal distributioncould be used as marginal distribution for market risk on an aggregated level.As to credit risk, the Vasicek distribution underlying Basel II is proposedas marginal distribution. By calculating Kendall's tau between market andcredit risk a normal copula can be calibrated.Bottom-Up ApproachIn a bottom-up approach one tries to model risk on a transaction level,Drehmann et al. (2008) is an example of a bottom-up approach. This typeof approach forces one to reconsider the concept on how to measure risk,thus making it hard to compare with existing models.1.3.2 Corporate Credit Risk Modelling and the Macroecon-omy (Carling et al., 2007)Carling et al. introduce a duration model for the corporate credit risk of aSwedish bank. The probability of default of �rm i in the following quartergiven that the �rm did not default in the previous quarter is calculatedconditionally on �rm-speci�c data as well as common macroeconomic data.The authors assume that each �rm's probability of default can be describedby a common factor shared by each �rm scaled by a �rm and macroeconomicstate factor.
PD = P (T = k | T > k − 1, xi, z) ≈ P (T = k | T > k − 1)ef(xi,z,βi,γ)where
T is the discrete random number of quarters until �rm defaults
xi is �rm speci�c data, both time-varying and constant
z is common macroeconomic data, both time-varying and constant

f(·) is a linear function
βi, γ are coe�cients of x and z respectivelyThe bank provided complete history for each customer. The size of theapproved credit lines, actual exposure, the rating class and the industry codeare cited as the most important. Complementary information of standardbalance sheet and income statement data was gathered from the Swedishcredit information agency UC. The macroeconomic factors chosen are yield4



curve, output gap and household expectations. The yield curve is de�ned asthe di�erence between a 10 year government bond and 3 month treasury bill.The output gap is de�ned as the di�erence between real GDP and potentialGDP.The data set contains quarterly observations of Swedish corporationswith loans outstanding at the bank between quarter two of 1994 to quartertwo of 2002. Three di�erent models were calibrated to the data. Firstly onlyusing accounting data from the credit information agency and data from thebank, secondly also including credit information agency data on paymentremarks and �nally also including macroeconomic variables. Maximum like-lihood estimation is used to calibrate the model to the data. The measure of�t of the model increases when explanatory variables are added, suggestingthat macroeconomic variables are important indicators of default risk.1.3.3 Risk Capital Aggregation (Aas et al., 2007)Aas, Dimakos & Øksendal introduce a method to aggregate market, credit,business and operational risk on a one-year time horizon.A set of risk factors that in�uence market risk is identi�ed and modelledon a daily resolution using a constant conditional correlation GARCH(1,1)-model. The risk factors are a set of stock indexes, bond indexes, exchangerates, hedge fund indexes and real estate indexes. Let xmarket,k
t be the log-increment of market risk factor k on day t. De�ne rk

t to be the change inasset k associated with a speci�c day t.
rk
t =

{

1 −
∏t+δk

s=t+1 exp(xmarket,k
s ) if class k consists of only long positions

|1 −
∏t+δk

s=t+1 exp(xmarket,k
s )| if class k consists of long and short positionsThe market risk is measured not in terms of actual exposures but in termsof risk limits set by the banks management.

Lmarket
t =

K
∑

k=1

Lk
t =

K
∑

k=1

Ekrk
twhere

Lmarket
t is the total change of value of the market portfolio on day t

Lk
t is the change of value of the portfolio consisting of assets in class k

K is the total number of asset classes
Ek

t is the anticipated maximum exposure to assets in class kde�ned as the expected utilisation of exposure limits set bymanagers at the bank. 5



The market risk on a one year horizon is de�ned as the maximum of theabove total daily changes.
Lmarket = max(max

t
(Lmarket

t ), 0)The market risk factors are scaled to a yearly resolution by taking the sumover one year.The credit risk factor is chosen to be the Norwegian credit loss ratio re-ported yearly 1989 through 2004, i.e. only 15 data points. Market and creditrisk factors on a yearly resolution are assumed to stem from a multivariatenormal distribution. A large number of paths of market risk factors overone year are simulated and summed to a yearly resolution. The correlationbetween each market risk factor and the credit risk factor is estimated, thedistribution of the credit risk factor conditional on the market risk factors isthen calculated, resulting in an indirect correlation between the risks throughthe risk factors. The credit risk factor conditional on the yearly market riskfactors is then used as the risk factor in a Basel II IRB model.Operational and business risks are assumed to be log-normal. The log-normaldistributions are chosen so that its quantiles correspond to regulatory riskmeasures. Operational and business risks are then aggregated with marketand credit risk using a normal copula with correlation parameters based onexpert knowledge. The authors point out that this is not an optimal method,however since not enough data is available and no obvious risk factors couldbe identi�ed this approach is the best available method.1.3.4 A general approach to integrated risk management withskewed, fat-tailed risks. (Rosenberg & Schuermann,2006)Rosenberg & Schuermann compare a copula-based approach to risk aggre-gation with three conventional approaches.Market risk is de�ned as annualized trading revenue divided by tradingassets. Three risk factors are identi�ed for market risk; equity returns, cur-rency returns and interest rate changes. The equity return is the log of theS&P500 return, the interest rate measure is the log-di�erence of the 10-yearConstant Maturity Treasury rate. The currency return is the log di�erence ofthe trade-weighted currency index. Data for these risk factors are availabledaily from 1 January 1974 to 31 December 2002.Credit risk is de�ned as the annualized net interest income less provisions.Two risk factors are identi�ed for credit risk; changes in AA and BBB creditspreads. Data for these risk factors are available monthly from December1988 to December 2002. 6



The risk factors are modelled with a multivariate GARCH(1,1) model, atrivariate GARCH for market risk factors and a bivariate GARCH for creditrisk factors.The authors use a panel of quarterly data from regulatory reports for 17bank holding companies from quarter 1 1994 to quarter 4 2002. Credit riskand market risk is regressed on their respective risk factors using OLS. Thevolatilities of the market risk factors are also used as explanatory variables formarket risk due to the fact that commission based trading revenue is a�ectedby market volatility. Since market risk factors are on a daily resolution andcredit risk factors are on a monthly resolution they have to be scaled to aquarterly resolution before the regression.The GARCH model is used to simulate a large number of paths over oneyear for the two risk types. Taking the sum of each path and using the β̂estimated by OLS one obtains the marginal distributions for the risks. Thislarge data sample can then be used to calibrate a normal copula and thusthe joint distribution of the risks. The above approach is compared to moreconventional approaches, namely;1. The di�erent risks have the same distribution and are perfectly corre-lated, i.e. the portfolio VaR is the sum of the weighted VaR for eachrisk.2. The di�erent risks have the same elliptical distribution3. The di�erent risks have the same normal distribution.The authors show that assumption 1 results in the highest portfolio VaR andassumption 3 the lowest. Assumption 2 and the copula approach results inportfolio VaR of approximately the same size. Assumption 2 leads to easiercomputations and the authors argue that it is a good approximation of thecopula method.1.3.5 The integrated impact of credit and interest rate riskon banks: An economic value and capital adequacyperspective (Drehmann et al., 2008)The aggregation of interest risk and credit risk is made using an "bottom up"approach, i.e. the two risks are modelled using a common set of macroeco-nomic factors. The economic value, EVA, of an asset with maturity at timeT is the risk adjusted discounted value of future coupon payments and princi-pal. The EVA of all assets at time t must be larger than the face value, FVLof the assets at time t. The expected risk premium and expected yield curvedepend on the same set of macroeconomic risk factors. As these macroe-conomic factors change so will the discounted value of future payments butsince these remain �xed up until repricing, a asset liability mismatch will7



arise. The risk weighted assets, RWA, are calculated either by the Basel I orBasel II IRB framework. The share holder funds, SF of the bank must be ofa certain percentage of the RWA for the bank to ful�l capital adequacy con-ditions. The regulatory minimum of 4% is used to calculate capital adequacyconditions. The aove can be summarized in the following two conditions:
• Condition 1 - Economic valueEVAt > FVLt

• Condition 2 - Capital AdequacySFtRWAt
> kCredit risk is modelled using a latent variable model with level, slope andcurvature as the latent variables and output gap, in�ation and bank rate asthe observable variables. The PDs are linked to the macroeconomic factorsusing a model developed by Bank of England (Bunn et al., 2005), where thePDs of households and corporations are modelled as a linear combination ofmacroeconomic factors.Further the model estimates the risk of the bank itself changing creditrating resulting in a shift of interest paid on liabilities.1.3.6 Inter-Risk Correlation within Economic Capital(Larsson, 2009)As the title suggests inter-risk correlation is studied in this masters thesis.The risks studied are credit, market and business risk.Credit risk is quanti�ed by the actual gross loss divided by the outstand-ing amount. Credit risk is divided into eight subgroups, by region (the fourNordic countries) and customer type (household or corporate). Macroeco-nomic factors used to model credit risk are; GDP, in�ation, unemploymentrate, interest rate, household's savings and debts, output gap and householdconsumption.Market risk is quanti�ed by the actual quarterly market loss divided bya quarterly VaR measure at con�dence level of 99%. Three di�erent marketrisks are identi�ed; interest rate risk, equity risk and exchange rate risk.Common macroeconomic factors used to model all market risks are; GDPand output gap. Interest rate risk, equity risk and exchange rate risk arefurther modelled by short and long term bond indices, stock indices and fourdi�erent exchange rates respectively.The correlation between macroeconomic factors and credit risk and mar-ket risk is then evaluated using di�erent time lags in order to �nd the time8



lag with the highest correlation. Once the optimal time lag has been de-cided upon, the risks are mapped to the macroeconomic factors using OLSand each explanatory factor is tested for signi�cance.The time period for which data for all risks exists is from 2002 through2008. The relationships between risks and macroeconomic factors in thistime period is used to historically simulate the time period with the highestcorrelation between risk types. All risks are assumed to be of the sameelliptical distribution and the total inter-risk correlation is calculated usinga linear Pearson correlation matrix.1.3.7 Risk Aggregation and dependence modelling with cop-ulas (Svensson, 2007)Svensson (2007) investigates risk aggregation using copulas. Firstly the indi-vidual market risks, interest rate risk and equity risks are aggregated usinga copula. Then all risks are aggregated using four di�erent methods (sum-mation, variance covariance, Monte-Carlo and copula). The Monte-Carloand copula approach are shown to give very similar results, this since nor-mal marginal distributions are assumed and a gaussian copula is used. Thevariance/covariance method is shown to over-estimate the economic capitalas does the summation method.
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Chapter 2Theoretical BackgroundIn this chapter ordinary least squares estimation is brie�y explained, alongwith measures of goodness of �t and con�dence intervals of estimated pa-rameters. Further, principal component analysis is explained.2.1 Regression model2.1.1 Ordinary least squares estimationThe dependent variable, y is assumed to be explained by the explanatoryvariables, x1, . . . , xn through the equation:
y = β0 +

n
∑

i=1

βixi + ε (2.1)The residual ε represents factors other than the explanatory variables thata�ect y. β0 is the intercept. The residual is assumed to be uncorrelated withthe explanatory variables and have zero mean:
E(ε) = E(ε | x1, . . . , xn) = 0From m observations one creates the set of equations:

yj = β0 +

n
∑

i=1

βixi,j + εj, j = 1, . . . ,m (2.2)In ordinary least square (OLS) estimation, the parameters β1, . . . , βm areestimated by β̂1, . . . , β̂m chosen so that the sum of squared residuals is min-imized. OLS estimation is an unbiased estimation. For a more detaileddiscussion please see Wooldridge (2003).2.1.2 Goodness of �tThere are numerous ways to measure how good a model �ts the data. Inthis section the ones used in this master's thesis are presented.11



R2 and adjusted R2

R2 measures the fraction of the sample variation in y that is explained by x(Wooldridge, 2003). It is de�ned as:
R2 =

∑n
i=1(yi − ȳ)2

∑n
i=1(ŷi − ȳ)2where n is the number of observations and ŷi is the OLS estimate of yi. OLSestimation minimizes the R2 per de�nition. R2 never decrease when an extraexplanatory variable is added. An alternative measure of goodness of �t isthe adjusted R2, R̄2, which impose a penalty for adding more explanatoryvariables to a model.

R̄2 = 1 − (1 − R2)
n − 1

n − k − 1where n is the number of observations and k is the number of explanatoryvariables.T-testIf the variance of one β̂i in the OLS estimation is estimated by the samplevariance s2, interval estimates according to the student-t distribution can becalculated. Using these one can test if that particular β̂i has the value zeroin its interval estimate at some signi�cance level. If this is found to be true,one must consider removing the corresponding explanatory variable from thelinear model. The t-statistic is given by:
tn(β) =

β̂ − β

s(β)2
(2.3)The con�dence interval for β is given by:

Iβ = [β̂ − t(β)s(β̂), β̂ + t(β)s(β̂)]Non-parametric Bootstrap of pointsUsing the original sample pairs ((y1,x1), . . . , (yn,xn) one creates a new sam-ple by drawing randomly with replacement from the original sample. Eachelement is drawn with probability 1/n. The resulting sample is called thebootstrap-sample, denoted by ((y∗1 ,x1
∗), . . . , (y∗n,xn

∗).Using the bootstrap sample a new estimation of (β1, . . . , βn) is made, β̂∗.This is repeated B times, where B is a large number, resulting in bootstrapsamples; β̂∗

1 , . . . , β̂∗

B . From this bootstrap distribution the statistic of interestcan be calculated.In particular, con�dence intervals at con�dence level α for (β̂1, . . . , β̂n)can be estimated. The bootstrap samples are sorted, denoted β̂∗

[1], . . . , β̂
∗

[B],12



where [i] denotes the i:th largest sample. The con�dence interval for β̂i isgiven by:
Ci = [β[B(α−1)/2],i βB(α+1)/2],i]2.2 Stepwise RegressionTo choose the "best" explanatory variables in an OLS regression, Draper& Smith (Draper & Smith) believe the Stepwise regression to be a goodprocedure. It uses partial F-test repeatedly to determine which explanatoryvariables to use in the model. A partial F-test is a measure of how addingan explanatory variable, to a regression in which it is not already included,a�ects the regression. The order in which these tests are performed is ofsigni�cance since if a test is performed on an explanatory variable highlycorrelated with one that is all ready included in the test the e�ect of addingthe extra variable is very small. The F-test is performed by using the t-statistic in equation 2.3. The stepwise regression is performed according tothe following algorithm:1. Include the explanatory variable with the highest correlation with thedependent variable.2. Check if this explanatory variable is signi�cant or not by an partialF-test at inclusion level α. If it is not, reject the model and use themodel Ŷ = mean(y) i.e. the mean of the observations of the dependentvariable. If it is found to be signi�cant, continue to the next step.3. Calculate the new partial F-statistics on all variables not in the equa-tion and include the one with the highest value.4. Examine the partial F-statistics of the variables already included. Ifany of these fall below the decided removal signi�cance level, removeit.5. Perform step 3-4 until equilibrium is reached. Note that one variablemay be moved out and then moved in again since the partial F-statisticchanges according to which explanatory variables that are included inthe regression.2.3 Principal component analysisAssume that a p-dimensional vector x, where p is large, is to be studied.Principal component analysis can be used to reduce the dimension of x byremoving redundant information. This is achieved by transformation of x toa new set of ordered variables, the principal components, where the �rst fewcontain information of most of the variation of all variables in x.13



A linear combination, aT
1 x, of the elements of x having maximum varianceis found, this is the �rst principal component. Next, aT

2 x is found by the samecriteria as above but such that aT
1 x and aT

2 x are uncorrelated. This is thesecond principal component. There a p principal components to be found,where each new principal component is uncorrelated to all other previousprincipal components.Denote the sample covariance matrix of x S. It can be shown, see for ex-ample Jolli�e (2002), that the kth principal component is given by Zk = αT
k xwhere αk is the eigenvector of S corresponding to its kth largest eigenvalue

λk. By studying the weights in ak a greater understanding of which compo-nents that are driving the process can be achieved.
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Chapter 3DataIn this chapter data is explained and presented. Swedbank data is presentedalong with key historical changes in Swedbank's company structure. Loanlosses and lending by segments and regions are discussed and correspondingloss ratios are calculated. Swedish and Baltic macroeconomic data are alsopresented and studied. All data used is public. This limits the available databut allows for interested readers to recreate the model.3.1 Swedbank DataThe following notations are used for lending:
Lr

i,t = Lending to region i in end of period t, i = (Sweden,Baltic)

Ls
j,t = Lending to segment j in end of period tThe following notations are used for credit losses:

CLr
i,t = Credit losses in region i in period t

CLs
j,t = Credit losses in segment j in period tThe segments are shown in table 3.23.1.1 History of SwedbankTo understand the Swedbank data, acquisitions and mergers in Swedbank'shistory are studied. In table 3.1 the important historical events are listed.In 1997, Föreningsbanken and Sparbanken merged to form Föreningss-parbanken. Föreningssparbanken aqcuired more than 50% of Hansabanklate 1999. In 2006, Föreningssparbanken changed name to Swedbank.Föreningsbanken was formed in 1991 by a merger of twelve regional agri-cultural cooperative banks. Sparbanken was formed in 1992 by a merger of11 regional savings banks. 15



1991 12 regional agricultural cooperative banks merged to formFöreningsbanken1991 Hansabank was founded in Estonia1992 A merger between 11 regional savings banks formingSparbanken Sverige1994 Föreningsbanken was listed on the Stockholm Stock Exchange1995 Sparbanken Sverige shares are listed on theStockholm Stock Exchange1995 Hansabank started operations in Latvia1996 Hansabank started operation in Lithuania1997 FöreningsSparbanken formed through merger betweenSparbanken Sverige and Föreningsbanken1997 Hansabank acquired a stake in Hoiupank1999 Swedbank acquired more than 50% of Hansabank2002 Hansabank started operations in Russia2004 Hansabank acquired Kvest bank in Moscow2005 Swedbank acquired 100% of Hansabank2006 The Annual General Meeting resolves to change the bank's nameto Swedbank2007 Swedbank enters Ukraine through the acquisition ofTAS-KommerzbankTable 3.1: Milestones in Swedbank's history3.1.2 Loan losses and lending by segmentThe segments for which loan losses and lending are reported are listed intable 3.2. Segment 8 is the sum of segment 2 through 7. Segment 9 is thesum of segment 1 and 8.Loan loss and lending data by segment is available on a yearly basis from1992 through 1998.Following the merger of Sparbanken and Föreningsbanken in 1997, Fören-ingssparbanken kept Sparbankens reporting methods, thus yearly data fromSparbanken is used from 1992 through 1995. Föreninssparbankens proformayearly data is used 1996. A data break can be seen in �gure 3.1 this year.From 1997 through 1998 yearly data from Föreningssparbanken is used. Forthis period, lending is assumed to be constant over a one year period. Quar-terly losses are assumed to be one fourth of the yearly loan losses. All yearlydata are from year-end reports.Data for loan losses and lending is available on a quarterly basis fromquarter 1 of 1999 until present quarter 2 of 2009, from public quarterlyreports. 16



no. Segment1. Private Customers2. Real estate management3. Retail, hotels, restaurants4. Construction5. Manufacturing6. Transportation7. Other incl. agriculture8. Total corporate9. TotalTable 3.2: Swedbank's segments
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Figure 3.1: Lending by segment. Lending of the whole Swedbank group tothe di�erent segments. The merger of Föreningsbanken and Sparbaken canbe seen 1996Q1.
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Figure 3.2: Swedbank's credit losses by segment.Credit losses are of thewhole Swedbank group to the di�erent segments.18
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Figure 3.3: Swedbank's lending by region, data available from quarter 4 of1999 to quarter 2 of 20093.1.3 Loan Losses and Lending by regionAs of quarter 4 of 1999, when Swedbank acquired more than 50% of Hansapank,lending and loan losses for Sweden and the Baltic region are reported. SinceSwedbank is active in Russia lending in Russia is included in the Baltic re-gion. Lending and loan losses are reported excluding repurchase agreements.Recently Swedbank has expanded its operations to Ukraine, however due tothe short period of Swedbank's activity in this region, loan losses and lendingto Ukraine is not included.3.1.4 Loss ratiosLoss ratios, LRr
i,t and LRs

i,t are calculated by eqn 3.1 and 3.2 respectively
LRr

i,t =
CLr

i,t

Lr
i,t−1

(3.1)
LRs

i,t =
CLs

i,t

Ls
i,t−1

(3.2)The segments are shown in table 3.2. The regions are, as mentioned before:Sweden and the Baltic. The loss ratios by segment are shown in �gure 3.5 andloss ratios by region are shown in �gure 3.6. A larger volatility of loss ratioscan be seen in the Baltic region. A smaller loan portfolio, and thus smallerdiversi�cation e�ects within the portfolio, is one possible explanation.
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Figure 3.4: Swedbank's credit losses by region, data available from quarter4 of 1999 to quarter 2 of 2009
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Figure 3.5: Swedbank's loss ratios by segment.
20



2000Q1 2001Q1 2002Q1 2003Q1 2004Q1 2005Q1 2006Q1 2007Q1 2008Q1 2009Q1
−0.04

−0.02

0

0.02

0.04

0.06

0.08
Lossratios 2000Q1−2009Q2 for Sweden

Lo
ss

 r
at

io
 (

%
)

2000Q1 2001Q1 2002Q1 2003Q1 2004Q1 2005Q1 2006Q1 2007Q1 2008Q1 2009Q1
−0.5

0

0.5

1

1.5

2
Lossratios 2000Q1−2009Q2 for the Baltic region

Lo
ss

 r
at

io
 (

%
)

Figure 3.6: Swedbank's loss ratios by region

21



3.2 Macroeconomic factorsIn this section all macroeconomic factors investigated for their level of expla-nation of loss ratios are presented. Figures of time series of macroeconomicfactors and changes thereof are presented in Appendix A.3.2.1 Swedish macroeconomic factorsIn this section the macroeconomic factors for the Swedish region are pre-sented. Seasonal factors are explained and removed. Finally the changes ofthe Swedish macroeconomic factors are derived and presented.Swedish Gross domestic productAs can be seen in �gure A.1 Swedish gross domestic product, GDP, shows aseasonal behaviour, with a period of one year. This is removed by smoothingmoving average, see Brockwell & Davis (2002)A trend component can clearly be seen, however after taking the di�er-ence the time series is assumed to be stationary. The quarterly change ofthe seasonally adjusted GDP, ˜GDP is calculated as:
∆ ˜GDP t =

˜GDP t − ˜GDP t−1

˜GDP t−1

(3.3)where t is time in quarters. The data is gathered from Statistiska Central-byrån.Consumer price indexConsumer price index, CPI, serves as a measure of the in�ation. It is anindex of the cost of a basket of products, calculated so that changes in thebasket do not change the index. It is assumed to be non-periodical, but aclear trend can be seen in �gure A.3. However the change in CPI is assumedto be a stationary time-series, where the quarterly change is calculated inline with equation 3.3. The data is gathered from Statistiska Centralbyrån.Swedish unemployment rateStatistiska Centralbyrån has recently changed its de�nition of unemploymentto that recommended by the European Union. However the older de�nitionis available further back in time and will thus be used in this thesis. Thedi�erence between the two is that full-time students are regarded as unem-ployed in the new de�nition. Unemployment has a periodical part, which isremoved in line with that of GDP, i.e. using smoothing moving average. Thedata is gathered from Statistiska Centralbyrån.22



Swedish 3 month treasury billA Swedish 3 month treasury bill is a short-term debt instrument issued by theSwedish National Debt O�ce. It is issued by a competitive bidding process.A treasury bill is considered to be liquid and riskless. Data is gathered fromSveriges Riksbank and is calculated as the mean of daily quotations of theyield of each quarter.Swedish 10 year government bondSwedish 10 year government bonds are issued by the Swedish National DebtO�ce to �nance long term �nancial needs. The data is gathered fromSveriges Riksbank and is calculated as the mean of the yield over each quar-ter.Swedish TCW indexThe TCW (Total Competitiveness Weights) index is a method of measuringthe value of the Swedish krona against a basket of other currencies. It ispossible to see how much the value of the krona has changed by studyingthis index. A high value on the index means that the krona has weakenedand a low value means it has strengthened (Riksbanken, 2009)Business con�dence indicatorThe business con�dence indicator is based on a survey conveyed by theSwedish National Institute of Economic Research (NIER) and intends toprovide a summary of the situation of a particular industry. Data is avail-able su�ciently far back in time for the two industries of manufacturing andconstruction. The business con�dence indicator takes into account answersof a number of di�erent question relating to new orders, output and em-ployment. The business con�dence indicator is calculated in net �gure, i.e.the balance between the percentage of �rms reporting an increase and thosereporting a decrease of a certain variable. The data is already seasonallyadjusted by and gathered from the Swedish National Institute of EconomicResearch.OMXS30OMXS30 is a market value weighted stock market index of the 30 mosttraded stocks on the Stockholm Stock Exchange. The closing price of thelast day of each quarter is used. The change of the price is calculated in linewith equation 3.3. 23
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3.3 Time lagsLosses may occur in the �nancial reports of Swedbank with a delay. Further,changes in the economic climate may take some time to e�ect companies andprivate individuals, i.e. losses may be explained by macro economic factorswith a time lag. This will be taken in account by studying the correlationof loss ratios and change of macroeconomic factors at di�erent time lags.One possible approach is to assume that Swedbank's loan losses are bestexplained by macroeconomic factors at the time lag with the highest corre-lation. The correlation of Swedbank's loss ratios of segments and Swedishand Baltic macroeconomic factors will be studied. Correlations between lossratios of the two regions and their respective macroeconomic factors will alsobe studied.One can note that there is a larger lag between Swedish unemploymentand loss ratios than that of the Baltic region. This could indicate that thereis a higher tolerance to adverse movements in the economy in the Swedishregion.
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Figure 3.9: Correlation of change in Swedish Macroeconomic factors andSwedbank's loss ratios of segments at di�erent time lags. Correlation isused to study at what time lag loan losses are a�ected by changes in themacroeconomic factors.
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Priv.Cust. Tot. Corp. Tot.Estonia unemp 1 2 2Estonia GDP 1 1 1Estonia CPI 5 5 5Swedish GDP 2 4 4Swedish 3MO 1 0 0Swedish 10Y 2 6 5Swedish CPI 8 7 7Swedish Unemp 2 3 3Swedish TCW 1 0 1Swedish BCIc 0 0 0Swedish BCIm 2 3 3Swedish OMXS30 0 4 0Swedish NewCar 1 1 1Swedish CapUt 1 5 5Swedish HousePrice 1 1 1Table 3.3: Time lags with which macro economic factors have the highestcorrelation with loss ratios of the di�erent segments. The number of the lagscorrespond to the peaks in graphs 3.9 and 3.10.
LagEstonia unemp 2Estonia GDP 1Estonia CPI 5Table 3.4: Time lags with which Estonian macroeconomic factors have thehighest correlation with loss ratios of the Baltic region. The number corre-spond to the peaks in �gures 3.12.
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Figure 3.11: Correlation of change of Swedish Macroeconomic factors andSwedbank's total loss ratios in Sweden at di�erent time lags. Correlationis used to study at what time lag loan losses are a�ected by changes in themacroeconomic factors.
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Figure 3.12: Correlation of change of Estonian CPI, GDP and unemploymentrate with Swedbank's total loss ratio in the Baltic region at di�erent timelags. Correlation is used to study at what time lag loan losses are a�ectedby changes in the macroeconomic factors. Due to delays in the reporting ofEstonian GDP and unemployment rate the smallest time lag of these is onequarter. GDP 23MO 010Y 7CPI 3Unemp 8TCW 6BCIc 0BCIm 0OMXS30 3NewCar 2CapUt 3HousePrice 1Table 3.5: Time lags with which Swedish macro economic factors have thehighest correlation with loss ratios of the Swedish region. The number cor-respond to the peaks in �gure 3.11. 30



3.4 Calculation of principal componentsAn approach which does not ignore the non-zero correlation of other time-lags but maintaining the small dimensions of maximum correlation approach,is to use principal component analysis. All available time lags are reducedto linear combinations of the macroeconomic factors at di�erent time lagsaccording to section 2.3. PCA will be performed separately on Swedish andBaltic macroeconomic factors.PCA on Swedish macroeconomic factors Data on changes of Swedishmacroeconomic factors are available from 1990Q2 to 2009Q2, 77 observa-tions. Loss ratios by segment are available from 1992Q2 to 2009Q2, 69 ob-servations. The possible lags are thus (0, 1, . . . , 8). Let the matrix of originalobservations of swedish macroeconomic factors be denoted X which consistsof:
X = [X1 X2 . . . X10 X11 X12] (3.4)where Xi is the vector of the observations of the change of the individualmacroeconomic factors. A new matrix is formed with all possible lags of theSwedish macroeconomic factors.

Xalllags =
(

X1
t X1

t−1 · · · X1
t−8 X2

t X2
t−1 · · · X12

t−8

)

Xalllags contains 69 observations of 96 variables. PCA is performed on
Xalllags and the eight �rst principal components are found to explain almost90% of the variation of Xalllags.PCA on Baltic macroeconomic factors Data on changes of EstonianGDP and unemployment rate are available from 1996Q2 to 2009Q1, a total of52 observations. Data on changes of Estonian CPI id available from 1996Q2to 2009Q21, a total of 53 observations.Loss ratios for the Baltic region are available from 2000Q2 to 2009Q2, atotal of 37 observations. The possible lags are thus (0, 1, . . . , 16) for estonianCPI and (1, 2, . . . , 16) for Estonian GDP and unemployment rate. However,it does not seem reasonable that loss ratios should be a�ected by change inthe economic climate more than two years back. The possible lags are thusrestricted to (1, 2, . . . , 8) for GDP and unemployment and (0, 1, . . . , 8) forCPI, resulting in a matrix of 25 variables (columns) with 38 observations(rows).PCA is performed on a matrix of all possible combinations of lags aboveand the 8 �rst principal components are found to explain almost 94% of thevariation of the 25 variables.
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Figure 3.13: Percentage of variance explained by the �rst 8 principal com-ponents when principal component analysis has been performed on Swedish
Xalllags, all possible lagged values of Swedish macroeconomic observations.The �rst 8 out of 54 principal components explain almost 90% of the totalvariation.
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Chapter 4Regression of loss ratios onmacroeconomic factorsTo study the explanatory power of macroeconomic factors on loss ratios anumber of di�erent models are used. Loan losses of the segments "PrivateCustomer", "Total Corporate" and "Total" are regressed on both all Swedishand all Baltic macroeconomic factors. This model is then re�ned by usingstepwise regression.Loan losses of the two di�erent regions are regressed on their respectivemacroeconomic factors, this model is also re�ned by using stepwise regres-sion.Lastly, the above is repeated but using principal components of macroe-conomic factors as explanatory variables.4.1 Model 1, loss ratios by segment regressed onmacroeconomic factors.First loss ratios of the the segments "Private Customer", "Total Corporate"and "Total" are regressed on all Swedish and all Baltic macroeconomic fac-tors using OLS.
LRs

j,t = β0 +

n
∑

i=1

βiX
i
t−1−δi

+ I

(

m
∑

k=1

γkY
k
t−1−δk

) (4.1)
Xi

t−1−δi
are the macroeconomic variables of Sweden at time lag δi. Y k

t−1−δkare the macroeconomic variables of the Baltic region at time lag δk. Thetime lags with the largest absolute value of correlation presented in table 3.3are used. The β̂:s are reported for three segments; private customers, totalcorporate and total. Swedbank had no lending, and thus no loan losses, inthe Baltic region before quarter 1 of 2000, to account for this an indicator33
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Figure 4.1: Squared OLS residuals of model 1variable I is used in equation 4.1 which takes the value 0 if t < 2000Q1 and1 otherwise.The results of this regression can be seen in table 4.1 for the segments"Private Customer", "Total Corporate" and "Total". The residuals of thesethree models can be seen in �gure 4.1. Studying the signs of the estimatedbeta coe�cients one can get a feeling if the regression makes sense. For thesegments "private customers" Estonian unemployment at time lag one hasa positive coe�cient. If the unemployment increased the previous quarterso will the loss ratio, the same is true for Swedish unemployment but witha time lag of two quarters. The estimated coe�cient of both countries GDPis negative, which also makes sense. In times of economic contraction lossratios increase.Using stepwise regression the number of explanatory variables in the re-gression explained in equation 4.1 are reduced signi�cantly while keepingthe explanatory power at the same level. The explanatory variables chosenby the stepwise regression can be seen in table 4.2. The available macro-economic factors for the model to choose from are 15, stepwise regressionreduces this number signi�cantly to 7 for the segment "private customers",9 for the segment "Total Corporate" and 6 for the segment "total". Theadjusted R2 decrease marginally for all segments in the stepwise regression.
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Variable/Segment: Private Total Corporate TotalIntercept 0,0437? 0,1953‡ 0,1377?Estonia unemp 0,0008† 0,0092‡ 0,0033Estonia GDP -0,0016 -0,0063 -0,0063Estonia CPI -0,0098 -0,0065 -0,0278Swedish GDP -0,0073‡ -0,0063 0,0018Swedish 3MO 0,0006 0,0055† 0,0012Swedish 10Y -0,0002 0,0042 0,0025Swedish CPI 0,0066 0,2205? 0,1220?Swedish Unemp 0,0019‡ 0,0131‡ 0,0083 ?Swedish TCW 0,0025 0,0293? 0,0103†Swedish BCIc -0,0004† -0,0017 -0,0007Swedish BCIm 0,0001 -0,0087‡ -0,0042†OMXS30 -0,0001 0,0055‡ -0,0010Swedish NewCar 0,0001 -0,0030‡ -0,0013Swedish CapUt -0,0085‡ -0,0323 -0,0244Swedish HousePrice -0,0050† -0,0601? -0,0273†
R2 0,7409 0,8576 0,8287Adj. R2 0,6675 0,8174 0,7803Table 4.1: Estimated β values for regression of model 1 on all macroeconomicfactors, regressing loss ratios by segment on the macroeconomic factors. † ⇔p-value < 0.1, ‡ ⇔ p-value < 0.05 and ? ⇔ p-value < 0.01. The p-value isthe probability of the hypothesis of that particular coe�cient being zero istrue.
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Figure 4.2: Squared residuals of stepwise regression of model 1
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Variable/Segment: Private Total Corporate TotalIntercept 0,0395 0,1869 0,1338Estonia GDP -0,0021 - -0,0103Estonia unemp - 0,0062 -GDP -0,0067 - -CPI - 0,2185 0,1217Swedish Unemp 0,0017 0,0155 0,0107Swedish TCW - 0,0208 -Swedish BCIc -0,0006 - -Swedish BCIm - -0,0105 -0,0046Swedish OMXS30 - 0,0070 -Swedish NewCar - -0,0032 -Swedish CapUt -0,0068 - -Swedish HousePrice -0,0055 -0,0684 -0,0320
R2 0,696 0,834 0,784Adj. R2 0,666 0,812 0,767Table 4.2: Estimated β values by stepwise regression of model 1, regress-ing loss ratios by segment on the macroeconomic factors with the highestexplanatory power according to stepwise regression. No number given indi-cates that a variable is not included in model for that particular segment.The hypothesis that one particular coe�cient is zero can be rejected at con-�dence level larger than 95% for all included coe�cients.
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4.2 Model 2, Loss ratios by region regressed on re-spective macroeconomic factorsTwo di�erent models are calibrated for each region. Firstly a model usingmacroeconomic factors lagged with the time lag of highest correlation, de-cided upon in Section 3.3. Secondly, stepwise regression is used to decidewhich macroeconomic factors to include and at what time lag.Loss ratios of the two di�erent regions are regressed on the correspondingmacroeconomic factors using OLS.
LRR

swe,t = β0 +
n
∑

i=1

βiX
i
t−1−δi

LRR
balt,t = α0 +

n
∑

i=1

αiY
i
t−1−ζi

(4.2)
Xi

t−1−δi
are the macroeconomic variables of Sweden at time lag δi, Y i

t−1−ζiare the macroeconomic variables of Estonia at time lag ζi. The time lagswith the largest absolute value of correlation as presented in tables 3.5 and3.4 is used. The model gives an adjusted R2 of 0,57 for the Swedish re-gion and 0,55 for the Baltic region. The low values of adjusted R2 and thehigh p-values indicates that these models do not �t the data well. Howeverone must remember the high level of uncertainty due to the small sample size.Instead of choosing the explanatory variables as the macroeconomic fac-tors lagged with that of the maximum correlation one could include macro-economic factors of all time lags between 0 and 8 in equation 4.2 and usestepwise regression to decide which explanatory variables to include. Theestimated β coe�cients of included variables by stepwise regression can beseen in table 4.5 for the Baltic region, the high values indicate a high levelof explanation of Baltic loss ratios by Baltic macroeconomic variables.For all Swedish macroeconomic factors at all lags the hypothesis that thecorresponding coe�cient is zero can't be rejected at con�dence level 95%.Due to this fact stepwise regression can not be performed for the Swedishregion. This could be explained by Swedish customers tolerating larger ad-verse movements of the economic climate before not being able to ful�l theirobligations towards Swedbank.The con�dence levels should however be used with care. The small datasample of 38 points leads to uncertainties in the measures of goodness of �tas well as general uncertainties in the model.37



Variable β̂ p-valueIntercept 0,1377 0,1180Estonia unemp 0,0158 0,0004Estonia GDP -0,0140 0,0544Estonia CPI 0,1248 0,0510
R2 0,5831Adjusted R2 0,5463Table 4.3: Estimated β values by model 2, regressing loss ratios of Balticregion on macroeconomic factors with time lags of maximum correlation.Thep-value is the probability that one particular coe�cient is zero.

beta p-valueIntercept 0,0174 0,0343Swedish GDP -0,0016 0,6022Swedish 3MO 0,0003 0,3193Swedish 10Y 0,0004 0,4755Swedish CPI 0,0035 0,7086Swedish Unemp -0,0009 0,1152Swedish TCW 0,0055 0,0114Swedish BCIc -0,0005 0,0161Swedish BCIm -0,0010 0,0574Swedish OMXS30 0,0005 0,1599Swedish NewCar 0,0001 0,5850Swedish CapUt -0,0089 0,1134Swedish HousePrice -0,0001 0,9835
R2 0,71Adjusted R2 0,57Table 4.4: Estimated β values of model 2, regressing loss ratios of Swedenon Swedish macroeconomic factors with time lags of largest correlation. Thep-value is the probability that one particular coe�cient is zero.
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Figure 4.3: Squared OLS residuals of model 2 when regressing on the macro-economic factors lagged with time lag of largest correlation
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Figure 4.4: Time series of Loss ratios of Baltic region and estimated timeseries when regressing on the Baltic macroeconomic factors with lags decidedby stepwise regression.
Variable β̂Intercept 0,1173Estonia CPI lagged 7 0,1277Estonia GDP lagged 5 0,0075Estonia GDP lagged 6 0,0110Estonia unempl. lagged 5 0,0171
R2 0,8213Adjusted R2 0,7997Table 4.5: Estimated β values by stepwise regression of model 2, regressingloss ratios of Baltic region on macroeconomic factors with time lags decidedupon by stepwise regression. The hypothesis that one particular coe�cientis zero can be rejected at con�dence level larger than 95% for all includedcoe�cients. 40



4.3 Model 3, Loss ratios by segment regressed onprincipal componentsLoss ratios of of Swedbank's segments are regressed on the principal compo-nents using OLS.
LRs

i,t = β0 +

n
∑

i=1

βiPCswe,i
t + I

(

n
∑

i=1

βiPCbalt,i
t

) (4.3)where PCswe,i
t and PCbalt,i

t are the principal components calculated in sec-tion 3.4. I is an indicator function which takes the value 1 if t > 1999Q4and zero otherwise. The explanatory power of this regression is summarizedin table 4.6.Variable/Segment Private Corporate Total Corporate
R2 0,79929 0,68506 0,69899Adjusted R2 0,73753 0,58815 0,60637Table 4.6: R2 and adjusted R2 for model 3, regression of loss ratios bysegment on principal components of macroeconomic data lagged all possibletime steps.4.4 Model 4, Loss ratios by region regressed on thecorresponding PC:sLoss ratios of the two di�erent regions are regressed on the correspondingprincipal components of macroeconomic factors lagged all possible time steps.

LRR
swe,t = β0 +

n
∑

i=1

βiPCswe,i
t

LRR
balt,t = α0 +

n
∑

i=1

βiPCbalt,i
t

(4.4)The regression is very poor for the Swedish region and he hypothesis that allcoe�cients are zero can not be rejected. For the Baltic region the regressionhas a very high level of explanation, the adjusted R2 is 0,78.
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Figure 4.5: Timeseries of actual and estimated LR by OLS and Squaredresiduals of the three segments "Private", "Corporate" and "Total" usingmodel 3. The residuals are of the same magnitude as model 1 but capturesthe spike of loss ratios the �rst quarters of 2009 better.
R2 0,243241667p-value 0,352732348estimate of error variance 0,000814834Adjusted R square 0,034480748Table 4.7: Statistics of descriptive power of model 4 for the Swedish region.The p-value is the probability that all coe�cients are zero. The large p-valuemeans that the hypothesis that all coe�cients are zero can not be rejected.Larger estimate of error variance, much smaller R2 and adjusted R2 is almostzero. Using the original macroeconomic variables with the time lag with thehighest correlation leads to a better model.42



R2 0,833565875p-value 2,29297E-09estimate of error variance 0,036775933Adjusted R square 0,787653012Table 4.8: Statistics of descriptive power of model 4 for the Baltic region.The p-value is the probability that all coe�cients are zero. R2 and adjusted
R2 are larger suggesting a model with a better �t than model 2 regressing onmacroeconomic factors with the largest correlation. The explanatory powerof this model and the explanatory power of the model 2 with time stepschosen by stepwise regression is of the same magnitude. The loss ratiosof the Baltic region is better described by macroeconomic factors than theSwedish region suggesting a lower tolerance to adverse movements in theeconomic climate.
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Figure 4.6: Timeseries of actual loss ratios and estimated loss ratios and theresulting Squared OLS residuals of model 4 for the Swedish region.
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Figure 4.7: Timeseries of actual loss ratios and estimated loss ratios and theresulting Squared OLS residuals of model 4 for the Baltic region43



4.5 Summary of regression modelsLoan losses for the Baltic region are equally well modelled by model 2 usingstepwise regression and model 4 using principal component analysis. Choos-ing explanatory variables by taking the lags with largest correlation leads toa model with smaller explanatory power.Loan losses for the Swedish region are very poorly explained by princi-pal components of all time lags of Swedish macroeconomic factors. Furtherchoosing which macroeconomic factors and at what time lag time lags shouldbe included by stepwise regression is not possible due to the fact that con-�dence intervals of the corresponding β coe�cients includes zero at a 95 %con�dence level.As to the loan losses of the segment "Private Customers" regressing on prin-cipal components of all factors of all possible time lags has good explanatorypower. Choosing explanatory variables by taking the macroeconomic fac-tors lagged according to highest correlation leads to a marginally lower ex-planatory power. Choosing which macroeconomic factors to use by stepwiseregression also leads to marginally lower explanatory power.The reverse is true for loan losses of the segments "Total Corporate"and "Total". Choosing explanatory variables by taking the macroeconomicfactors lagged according to highest correlation and by stepwise regressionleads to good explanatory power. Regressing on principal components of allmacroeconomic factors of all possible time lags leads to a model which havesigni�cantly lower explanatory power.
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Chapter 5Modelling of macroeconomicfactorsA model of the macroeconomic factors will be used to predict the loss ratiosof Swedbank. Macroeconomic factors from the two regions, Sweden andthe Baltic region, will be modelled separately. Using the estimated modelthe distribution of macroeconomic changes will be simulated and using theregression models the future credit losses of Swedbank can be estimated.There are almost 80 observations of the Swedish macroeconomic factors,and about half of that for the Baltic region which will lead to predictionuncertainties in both models.5.1 Model of Swedish Macroeconomic factorsTwo separate models for the macroeconomic factors of the Swedish model areto be calibrated. Firstly a model of the macroeconomic factors. Secondlya model of the principal components of the macroeconomic factors of allpossible time lags is to be calibrated.5.1.1 Modelling of Swedish Macroeconomic factorsA multivariate autoregressive model is to be calibrated from the observationsof Swedish macroeconomic factors. In the same way that loan losses dependon macroeconomic factors with a time lag, the inter-dependence betweenSwedish macroeconomic factors may di�er at di�erent time lags. As canbe seen in the left �gure of 5.1 the correlation between unemployment andGDP seems close to zero. In the right �gure of 5.1 a scatter plot of Swedishunemployment at time t and Swedish GDP at time t − 1 is shown. Hereone can see a non-zero correlation, i.e. one must consider dependencies overtime. A multivariate autoregressive model does this. The vector of Swedishmacroeconomic factors at time t, Xswe
t comes from an AR-process of order45
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Figure 5.1: Top �gure is a scatter plot of Swedish GDP and unemployment.Bottom is of Swedish unemployment at time t and Swedish GDP at (t-1)p if it can be written as:
Xswe

t = Θ1X
swe
t−1 + . . . + ΘpX

swe
t−p + Zt (5.1)

Zt ∼ WN(0,Σ) (5.2)where
Xswe

t is a vector of the Swedish macroeconomic factors at time t
Θi is a matrix of coe�cients of previous observations of Swedishmacroeconomic factors
Zt is a vector of white noise random variables
Σ is the covariance matrix of ZtWhat needs to be estimated in the multivariate AR model is the distributionand covariance matrix of Zt, the matrices Θ1, . . . ,Θp and p itself. Since wehave removed seasonal components of the Swedish macroeconomic time seriesand model the change of the macroeconomic factors, stationarity is assumed.Under this assumption the auto-covariance matrix Γ of the macroeconomicprocess can be written as:

Γ(t + h, t) = Γ(h) =







γ1,1(h) · · · γ1,n(h)... . . . ...
γn,1(h) · · · γn,n(h)






(5.3)46



where γi,j(h) is the covariance between macroeconomic variable j and i attime lag h and n is the number of macroeconomic variables, in this case 12.An estimator of Γ(h) is
Γ̂(h) =

{ 1

n

∑n−h
t=1 (Xt+h − µ̂)(Xt − µ̂)T for 0 ≤ h ≤ n − 1

Γ̂(−h) for −n + 1 ≤ h ≤ 0
(5.4)The Yule-Walker estimates for the parameters in equation 5.1 are obtainedby multiplying equation 5.1 with X

T
t−j , taking expectations and using thesample covariance.

Σ̂ = Γ̂(0) −

p
∑

j=1

Θ̂jΓ̂(−j) (5.5)
Γ̂(i) =

p
∑

j=1

Θ̂jΓ̂(i − j) i = 1, . . . , p (5.6)The order p is chosen by Schwarz's Bayesian Criterion (Neumaier & Schnei-der, 2001). From a set of plausible orders, pmin, . . . , pmax, the optimal order,
popt is found. In this calibration pmin is set to 1 and pmax, is set to 4, macro-economic factors are thus assumed to be a�ected by earlier macroeconomicfactors for a maximum of one year. A larger value of pmax is not possible dueto the limited number of observations. Calculations in line with Neumaier& Schneider (2001) show that the popt maximizing the Schwarz's BayesianCriterion is popt = 1. A multivariate autoregressive model of order one isthus the best �tting model for the data. To solve the system of equationsin 5.5 it thus su�ces to estimate Γ̂(0), Γ̂(1) and Σ̂. Once the matrix Θ̂1 isestimated the residuals Zt can be calculated. As stated before the residualsare assumed to be white noise but it remains to decide which type of distri-bution they stem from. In �gure 5.2 histograms of the twelve componentsof Zt are shown.In �gure 5.3 qq-plots against a normal distribution are shown for allcomponents of the residual vector. In �gure 5.4 qq-plots of the residualswith a t-distribution with 1 degree of freedom as reference distribution canbe seen. In �gure 5.5 qq-plots of the residuals with a t-distribution with5 degrees of freedom as reference distribution can be seen. The qq-plotswith this reference distribution are approximately linear which suggest thata multivariate t(5) distribution can be used in the simulation. The decisionhas been made by eye-ball investigation. The dependence structure betweenthe variables is based on the estimated covariance matrix scaled accordingto the degrees of freedom of the multivariate t(5) distribution.
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Figure 5.2: Histograms of residuals of the estimated multivariate model ofSwedish macroeconomic factors.
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Figure 5.3: QQ-plots of residuals of the AR-model of Swedish macroeconomicfactors with a normal reference distribution. Since the qq-plots are curvedthe residuals are more heavy tailed than a normal distribution.
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Figure 5.4: QQ-plots of residuals of the AR-model of Swedish macroeconomicfactors with a t-distribution with 1 degree of freedom as reference distribu-tion. Since the qq-plots are curved the residuals are less heavy tailed than at(1) distribution.
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Figure 5.5: QQ-plots of residuals of the AR-model of Swedish macroeconomicfactors with a t-distribution with 5 degrees of freedom as reference distribu-tion. The qq-plots are approximately linear which suggest that a multivariatet(5) distribution can be used in the simulation.
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Figure 5.6: QQ-plots of residuals of the AR-model of Swedish principal com-ponents of macroeconomic factors with a t(4)-distribution as reference dis-tribution. The qq-plots are approximately linear which suggest that a mul-tivariate t(4) distribution can be used in the simulation.5.1.2 Modelling of principal components of all lags of Swedishmacroeconomic dataAs stated in section 2.3 the principal components are uncorrelated whichmeans that Γ̂(0) is a diagonal matrix. The optimal order of the multivari-ate model is chosen from p = 1, . . . , 4. The popt maximizing the Schwarz'sBayesian Criterion is popt = 4. Thus Θ̂1, . . . , Θ̂4 have to be estimated. Theestimation of these are carried out in the same way as in the estimation of theSwedish macroeconomic factor model. Once Θ̂1, . . . , Θ̂4 have been estimatedthe residuals can be calculated.By eye-ball investigation of qq-plots in �gure 5.6, 5.7 and 5.8 the residualsare considered to stem from a t(4) multivariate distribution.
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Figure 5.7: QQ-plots of residuals of the AR-model of Swedish principal com-ponents of macroeconomic factors with a t-distribution with 1 degrees offreedom as reference distribution. The qq-plots are non-linear which sug-gests that the residuals stem from a less large tail distribution.
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Figure 5.8: QQ-plots of residuals of the AR-model of Swedish principal com-ponents of macroeconomic factors with a normal reference distribution. Theqq-plots are non-linear which suggests that the residuals stem from a moreheavy tailed distribution. 51



5.2 Model of Baltic Macroeconomic factorsTwo separate models for the macroeconomic factors of the Swedish modelare to be calibrated. Firstly a model of the macroeconomic factors, secondlya model of the principal components of the macroeconomic factors of allpossible time lags is to be calibrated.5.2.1 Modelling of Baltic Macroeconomic factorsA multivariate autoregressive model is to be calibrated from the observa-tions of Baltic macroeconomic factors. Since only Estonian CPI is availablefor quarter 2 of 2009, the last observation of this macroeconomic factor isremoved from the sample. The simulation thus has to simulate the datafor all three variables including the present quarter. The optimal order ofthe multivariate model is chosen from p = 1, . . . , 4. The popt maximizingthe Schwarz's Bayesian Criterion is popt = 3. Thus Θ̂1, . . . , Θ̂3 have to beestimated. The estimation of these are carried out in the same way as in theestimation of the Swedish macroeconomic factor model. Once Θ̂1, . . . , Θ̂3have been estimated the residuals can be calculated, histograms of theseare shown in �gure 5.9. The distribution of the residuals are decided uponby eye-ball investigation of the qq-plots in �gure 5.10 which appears to beapproximately linear.
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Figure 5.9: Histograms of residuals of the estimated multivariate model ofBaltic macroeconomic factors.
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Figure 5.10: QQ-plots of residuals of AR-model for the Baltic region witha t(5) reference distribution. The qq-plots are approximately linear whichsuggest that a multivariate t(5) distribution can be used in the simulationof Baltic macroeconomic factors.
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5.2.2 Modelling of principal components of all lags of Balticmacroeconomic dataAs stated in section 2.3 the principal components are uncorrelated whichmeans that Γ̂(0) is a diagonal matrix. The available observations for theBaltic macroeconomic factors are half of those available for Sweden. Theoptimal order of the multivariate model is chosen from p = 1, . . . , 4. The poptmaximizing the Schwarz's Bayesian Criterion is popt = 4. Thus Θ̂1, . . . , Θ̂4have to be estimated. The estimation are carried out in the same way as inthe estimation of the Swedish macroeconomic factor model. Once Θ̂1, . . . , Θ̂4have been estimated the residuals can be calculated, histograms of these areshown in �gure 5.11.For marginal distribution a normal distribution seems plausible accordingto the qq-plots in �gure 5.12.
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Figure 5.11: Histograms of residuals of the estimated multivariate model ofprincipal components of Baltic macroeconomic factors.
54



−10 −5 0 5 10
−3

−2

−1

0

1

2

3

X Quantiles

Y
 Q

ua
nt

ile
s

Z1and normal dist

−2 −1 0 1 2
−3

−2

−1

0

1

2

3

X Quantiles

Y
 Q

ua
nt

ile
s

Z2and normal dist

−2 −1 0 1 2
−3

−2

−1

0

1

2

3

X Quantiles

Y
 Q

ua
nt

ile
s

Z3and normal dist

−0.4 −0.2 0 0.2 0.4
−3

−2

−1

0

1

2

3

X Quantiles

Y
 Q

ua
nt

ile
s

Z4and normal dist

−1 −0.5 0 0.5 1
−3

−2

−1

0

1

2

3

X Quantiles

Y
 Q

ua
nt

ile
s

Z5and normal dist

−1 −0.5 0 0.5 1
−3

−2

−1

0

1

2

3

X Quantiles

Y
 Q

ua
nt

ile
s

Z6and normal dist

−2 −1 0 1 2
−3

−2

−1

0

1

2

3

X Quantiles

Y
 Q

ua
nt

ile
s

Z7and normal dist

−4 −2 0 2 4
−3

−2

−1

0

1

2

3

X Quantiles

Y
 Q

ua
nt

ile
s

Z8and normal dist

Figure 5.12: QQ-plots of residuals of AR-model for the Baltic region. with anormal reference distribution. The qq-plots are approximately linear whichsuggest that a multivariate normal distribution can be used in the simulationof principal components of Baltic macroeconomic factors.
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Chapter 6SimulationIn this chapter macroeconomic factors and principal components of macro-economic factors lagged all possible time steps of the Baltic and Swedishregion are simulated a large number of times. These simulations are used topredict future loss ratios, both by segments and by region.
6.1 Simulation of Swedish macroeconomic factors6.1.1 Simulation of Swedish macroeconomic factorsSimulation of the Swedish macroeconomic factors will be done using themodel calibrated in section 5.1.1. Macroeconomic factors will be used topredict loss ratios one year ahead, i.e. the distribution of four time steps haveto be simulated. Since we know the values of the changes of macroeconomicfactors today these will be used in the simulation. The macroeconomic fac-tors of tomorrow will be simulated according to equation 6.1 where Xswe

t arethe macroeconomic factors of today and Zt+1 are drawn from a multivariatet distribution with three degrees of freedom.
Xswe

t+1 = Θ̂1X
swe
t + Zt+1, Zt+1 ∼ t(0, Σ̂, 3) (6.1)The simulation of Xswe

t+2 is performed in the same way but using the simula-tion of the previous time step as the known previous component, and so onfor the simulations of Xswe
t+3 and Xswe

t+4 . Simulating a large number of pathsover four time steps gives the distribution of the Swedish macroeconomicfactors of the next year. 57
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Figure 6.1: Simulations of changes of Swedish macroeconomic factors. Thegraphs show the mean and 95% con�dence intervals. 500,000 simulationshave been performed.6.1.2 Simulation of principal components of Swedish macro-economic factors of all time lagsThe simulation of Swedish principal components will be done according tothe following model:
PCswe

t+1 = Θ̂1PCswe
t + Θ̂2PCswe

t−1 + Θ̂3PCswe
t−2 + Θ̂4PCswe

t−3 + Zt+1 (6.2)
Zt+1 ∼ t(0, Σ̂, 4) (6.3)The simulations are carried out four time steps ahead. The resulting out-comes can be seen in �gure 6.2.6.2 Simulation of Baltic macroeconomic factors6.2.1 Simulation of Baltic macroeconomic factorsBaltic Macroeconomic factors will be used to predict loss ratios one yearahead. Since the value of today of all but one variable is missing in thesample the distribution of �ve time steps have to be simulated. The modelto be simulated is:

Xbalt
t+1 = Θ̂1X

balt
t + Θ̂2X

balt
t−1 + +Θ̂3X

balt
t−2 + Zt+1, Zt+1 ∼ t(0, Σ̂, 5) (6.4)The simulated paths can be seen in �gure 6.358
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Figure 6.2: Simulations of changes of principal components of all lags ofSwedish macroeconomic factors. The graphs show the mean and 95% con�-dence intervals. 500,000 simulations have been performed. Remember that itis not the actual changes of macroeconomic factors that are being modelled.
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Figure 6.3: Simulations of changes of Baltic macroeconomic factors. Thegraphs show the mean and 95% con�dence intervals. 500,000 simulationshave been performed.
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Figure 6.4: Simulations of changes of principal components of all lags ofBaltic macroeconomic factors. The graphs show the mean and 95% con�-dence intervals. 500,000 simulations have been performed. Remember that itis not the actual changes of macroeconomic factors that are being modelled.6.2.2 Simulation of principal components of Swedish macro-economic factors of all time lagsThe simulation of Baltic principal components will be done according to thefollowing model:
PCbalt

t+1 = Θ̂1PCbalt
t + Θ̂2PCbalt

t−1 + Θ̂3PCbalt
t−2 + Θ̂4PCbalt

t−3 + Zt+1 (6.5)
Zt+1 ∼ N(0, Σ̂) (6.6)The simulations are carried out four time steps ahead. The resulting out-comes can be seen in �gure 6.4.
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Chapter 7PredictionIn this chapter the models mapping loss ratios to macroeconomic factors andthe simulations of macroeconomic factors are used to predict future changesof loss ratios. The prediction of loss ratios over the next year is calculatedas:
LRyear =

(

4
∏

k=1

(1 + LRt+k)

)

− 1 (7.1)where LRyear is on a one year time scale and LRt+k in on a quarterly scale.The above formula is a reasonable approximation if the lending is constantand only the loan losses vary over the time period.7.1 Prediction of loss ratios in the Swedish regionUsing the model calibrated in section 4.2, where the macroeconomic factorshave been lagged by the time lags of maximum correlation, future loan lossesfor the Swedish region will be predicted. The distribution of predicted loanlosses over the next quarter is shown in �gure 7.1. Comparing this distri-bution with the last loss ratio in �gure 3.6 the predicted loss ratio seems toremain the same. In �gure 7.2 the distribution of predicted total loss ratio ofthe next year is shown with most weight between 0.1% and 0.4%. Since theregression of Swedish loss ratios on principal components had such a poorexplanatory power, no prediction using this model will be used.
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Figure 7.1: Distribution of predicted loss ratios of the Swedish region for thenext quarter. 500,000 simulations
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7.2 Prediction of loss ratios in the Baltic regionA total of three di�erent model will be used to predict Baltic loss ratios.1. The model decided by regression on Baltic macroeconomic factorslagged with the time step with the highest correlation.2. The model decided by stepwise regression of macroeconomic factors ofall plausible time lags.3. The model decided upon by regression on principal components ofmacroeconomic factors of all time lags.Since the model decided upon by stepwise regression has a minimum lag of5 time steps, the prediction is given by data already known. The predictedloss ratio of the next quarter is 0.3835% and the loss ratio of the next yearis 3.0732 %. The model using Baltic macroeconomic factors lagged with thetime step with the highest correlation predicts signi�cantly lower loss ratiosfor the Baltic region than does the principal component prediction.
0.9 1 1.1 1.2 1.3 1.4

0

200

400

600

800

1000

1200

1400

1600

1800

Histogram of predicted loss ratios for Baltic region, 1 quarter ahead

(%)

N
o.

 o
f o

bs
.

Figure 7.3: Distribution of predicted loss ratios of the Baltic region by themodel of macroeconomic factors at time lag of largest correlation over thenext quarter. 500,000 simulations
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Figure 7.4: Distribution of predicted loss ratios of the Baltic region by themodel of macroeconomic factors at time lag of largest correlation over thenext year. 500,000 simulations
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Figure 7.5: Distribution of predicted loss ratios of the Baltic region by themodel of principal components for the next quarter and year. 500,000 sim-ulations
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7.3 Prediction of loss ratios by segmentModelling loss ratios by segments by all macroeconomic factors and mod-elling loss ratios by macroeconomic factors chosen by stepwise regression havethe same explanatory power. Only one of the predictions will be presentedhere, the one of prediction by the model that incorporates all macroeconomicfactors of both regions. The distribution of predicted loss ratios by segmentcan be seen in �gure 7.6 for the next quarter and in �gure 7.7 for the nextyear.Modelling loss ratios of the segments using principal components of macro-economic factors of all time lags for the two regions also had acceptable ex-planatory power. The distribution of predicted loss ratios by segment usingthis method can be seen in �gure 7.8 for the next quarter and in �gure 7.9for the next year.To see how these simulated values relate to the historical values a scatterplots of both predictions between the segment "Private Customers" and "To-tal Corporate" is studied. As can be seen in �gure 7.10 the predicted valuesvaries a little from the historical values but are of the same magnitude whenusing macroeconomic factors with the highest correlation as predictors. In�gure 7.11 prediction by principal components of all lags of macroeconomicfactors can be seen. The values here are also of the same magnitude butshow a clearer dependence between the loss ratios of the two segments.
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Figure 7.6: Distribution of predicted loss ratios of Swedbank's loss ratios of"Private", "Total Corporate" and "Total" segments over the next quarter.Modelling loss ratios by segments by all macroeconomic factors lagged withthe time lag of highest correlation.
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Figure 7.7: Distribution of predicted loss ratios of Swedbank's loss ratiosof "Private", "Total Corporate" and "Total" segments for the next year.Modelling loss ratios by segments by all macroeconomic factors lagged withthe time lag of highest correlation
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Figure 7.8: Distribution of predicted loss ratios of Swedbank's loss ratios of"Private", "Total Corporate" and "Total" segments over the next quarter.Prediction by principal components of macroeconomic factors of all time lagsof both regions.
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Figure 7.9: Distribution of predicted loss ratios of Swedbank's loss ratiosof "Private", "Total Corporate" and "Total" segments over the next year.Prediction by principal components of macroeconomic factors of all time lagsof both regions.
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Figure 7.10: Scatter plot of prediction of segment "Private Customers" and"Total Corporate" by using macroeconomic factors with the highest corre-lation as predictors.
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Figure 7.11: Scatter plot of prediction of segment "Private Customers" and"Total Corporate" by using principal components.70



Chapter 8ConclusionIn this master's thesis prediction models for Swedbank's loan losses of dif-ferent segments and regions have been developed by regressing loss ratios onchanges of macroeconomic factors. Through modelling and simulation of themacroeconomic factors, loss ratios over the next year have been predicted.To perform the regression assumptions about the relationship betweenloan losses and macroeconomic factors have to be made. In this master's the-sis loss ratios are assumed to depend linearly on changes of macroeconomicfactors. Further, a number of di�erent macroeconomic factors at di�erenttime lags are tested for goodness-of-�t to choose which macroeconomic fac-tors to include in the model.Loss ratios of the di�erent segments are equally well explained by changesof macroeconomic factors lagged with the time lag of maximum correlation,a subset thereof chosen by stepwise regression and principal components ofchanges of macroeconomic factors of all plausible time lags. The adjusted
R2 of these three models varies from 0.66 to 0.85 depending on which modelis used and what segment is modelled.Swedbank's loss ratios in Sweden modelled by Swedish macroeconomic fac-tors lagged with the time lag with highest correlation gives an adjusted R2 of0,57, to be considered low. The level of explanation is decreased when usingprincipal components of Swedish macroeconomic factors of all plausible timelags to 0,034 which is unacceptably low.Loss ratios of the Baltic region are modelled well by all three ways ofchoosing explanatory variables of the regression. The highest level of ex-planation is obtained by regressing on Baltic macroeconomic factors laggedwith time lags chosen by stepwise regression and by regressing on principalcomponents of changes of macroeconomic factors of all plausible time lags.The adjusted R2 of these two models are 0.82 and 0.83 respectively.71



The fact that loss ratios in the Baltic region are better explained by macro-economic factors could be explained by customers in this region having lessbu�er to adverse movements of the economy. Customers in the Baltic regionmight have trouble ful�lling their obligations to Swedbank after a shortertime of unemployment or after a general downturn in the economy. Thiscan also be seen in the generally higher maximum correlations of Baltic lossratios and changes of Baltic macroeconomic factors.The predicted values of loss ratios over the next quarter and year seem plau-sible since they are predicted given the extreme values of macroeconomicdata over the last few quarters. One can note that the dependence structurebetween loss ratios of the segments "Private" and "Total Corporate" varies alot between the models using principal components of macroeconomic factorsof all time lags and macroeconomic factors with the time lag of highest cor-relation. The predicted loss ratios of the Baltic region over the next year arealmost four times larger when using principal components instead of macro-economic factors with the time lag of highest correlation. This emphasisesthe need of caution when using this model for prediction of future loss ratios.The available data on loss ratios is very limited, thus the model should beused with caution.The model presented in this thesis could be extended by mapping com-mission incomes from the business unit Swedbank Markets to the macro-economic factors used in this master's thesis, thereby obtaining a model ofthe dependence between credit loss ratios and net commission incomes .
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Appendix AFigures of macroeconomicfactorsA.1 Swedish macroeconomic factors
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Figure A.1: Swedish GDP (SEK million)
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Figure A.2: Time series (SEK million) and quarterly change (%) of seasonallyadjusted Swedish GDP. 73
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Figure A.3: Time series and quarterly change of Swedish CPI (1980=100)
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Figure A.4: Unemployment rate, Sweden (% of workforce))
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Figure A.5: Time series and quarterly change of Seasonally adjusted Swedishunemployment rate (% of workforce)
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Figure A.6: Time series and quarterly change of Swedish 3 month treasurybill
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Figure A.7: Time series and quarterly change of Swedish 10 year governmentbond 75
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Figure A.8: Time series and quarterly change of Swedish TCW index(1992=100)
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Figure A.9: Swedish Business con�dence indicator, construction
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Figure A.10: Swedish Business con�dence indicator, manufacturing
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Figure A.11: Time series and quarterly change of OMXS30.
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Figure A.12: Time series and quarterly change of Capacity utilisation inindustry 77
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Figure A.13: Time series and quarterly change of New car registrations inSweden
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Figure A.14: Time series and quarterly change of Swedish Real Estate PriceIndex (1981 = 100)
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A.2 Baltic macroeconomic factors
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Figure A.15: Time series (m Estonian Kroon) and quarterly change (%) ofGDP Estonia
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Figure A.16: Time series and quarterly change of Estionian CPI
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Figure A.17: Time series and quarterly change of Estonian Unemploymentrate (%)
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