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Abstract
This thesis work aims at performing a cluster analysis on customer data of
insurance products. Three different clustering algorithms are investigated.
These are K-means (center-based clustering), Two-Level clustering (SOM and
Hierarchical clustering) and HDBSCAN (density-based clustering). The in-
put to the algorithms is a high-dimensional and sparse data set. It contains
information about the customers previous purchases, how many of a product
they have bought and how much they have paid. The data set is partitioned
in four different subsets done with domain knowledge and also preprocessed
by normalizing respectively scaling before running the three different cluster
algorithms on it. A parameter search is performed for each of the cluster al-
gorithms and the best clustering is compared with the other results. The best
is measured by the highest average silhouette index.

The results indicates that all of the three algorithms performs approxi-
mately equally good, with single exceptions. However, it can be stated that
the algorithm showing best general results is K-means on scaled data sets.
The different preprocessings and partitions of the data impacts the results in
different ways and this shows that it is important to preprocess the input data
in several ways when performing a cluster analysis.
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Sammanfattning
Målet med detta examensarbete är att utföra en klusteranalys på kunddata
av försäkringsprodukter. Tre olika klusteralgoritmer undersöks. Dessa är K-
means (center-based clustering), Two-Level clustering (SOM och Hierarchical
clustering) och HDBSCAN (density-based clustering). Input till algoritmerna
är ett högdimensionellt och glest dataset. Det innhåller information om kun-
dernas tidigare köp, hur många produkter de har köpt och hur mycket de har
betalat. Datasetet delas upp i fyra delmängder med kunskap inom området och
förarbetas också genom att normaliseras respektive skalas innan klustringsal-
goritmerna körs på det. En parametersökning utförs för dem tre olika algorit-
merna och den bästa klustringen jämförsmed de andra resultaten. Den bästa al-
goritmen bestäms genom att beräkna the högsta silhouette index-medelvärdet.

Resultaten indikerar att alla tre algoritmerna levererar ungefärligt lika bra
resultat, med enstaka undantag. Dock, kan det bekräftas att algoritmen som
visar bäst resultat överlag är K-means på skalade dataset. De olika förbere-
delserna och uppdelningarna av datasetet påverkar resultaten på olika sätt och
detta tyder på vikten av att förbereda input datat på flera sätt när en klustera-
nalys utförs.
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Chapter 1

Introduction

Machine learning is defined as developing computer systems that automati-
cally improve their performance through experience [1]. The learning from
experience (data) can be categorized as either supervised or unsupervised. In
supervised learning, the goal is to predict the value of an outcome measure
based on a number of input measures. Unsupervised learning, does not have
an outcome measure and instead it aims to describe the associations and pat-
terns among a set of input measures [2]. Machine learning is an area that has
evolved in a high pace and new research keeps pushing it further each year.
Two reasons for this fast development in machine learning is due to the amount
of data being gathered and stored, which also has increased, and the improve-
ments of computational power which has given the opportunity to process and
use large amounts of data in reasonable time. All of this has led to machine
learning successfully being applied and giving business value in many differ-
ent fields such as such as business, medicine, astrophysics and public policy,
to name a few [3].

Companies has always wanted to understand their customers and trying
to segment them to better make decisions giving value to their business and
improving their products. This can be done by performing a cluster analysis
on information (data) of the customers. A cluster analysis is a part of un-
supervised machine learning and aims at grouping the input data in similar
subgroups and this is also what will be done in this thesis.

1.1 Problem Statement
The main objective of this work is to perform a cluster analysis on a subset
of the customers of the Swedish insurance company Länsförsäkringar, to get

1



2 CHAPTER 1. INTRODUCTION

a better understanding of the customers behaviour. This cluster analysis will
be performed on previous purchases of the customers to see if there are any
interesting patterns in the data. This thesis work aims at answering the main
question which is formulated below.

• Which of the clustering algorithms K-means (center-based clustering),
Two-Level clustering with Self-organizing map and Hierarchical clus-
tering, and HDBSCAN (density-based clustering) performs best on a
sparse data set with respect to average silhouette value?

Also of interest is to investigate how different preprocessings of the data
in combination with trying to cluster different subsets of the data chosen with
domain knowledge, impacts the results. Further interest for this thesis and for
the company is to look for interesting patterns in resulting clusterings, i.e. is
there any specific customer behaviour to be identified when the customers are
clustered their on their previous purchases.

The complete provided data set contains information of the customers of
Länsförsäkringar and the data sets used as input to the clustering algorithms
contains information about previous purchases, more precisely which and how
many products were bought and how much was paid for those products. For
more details about the data set see Section 3.1.

1.1.1 Limitations and Scope
The limitations of this work are set to two preprocessings of the input data
and to three different ways of performing a cluster analysis. The validation to
measure how good the cluster results are is limited to one validation index.

Performing a cluster analysis can be summarized in the following six steps
[4].

1. Problem definition.

2. Data acquisition.

3. Data preprocessing and survey.

4. Data modeling.

5. Evaluation

6. Knowledge deployment
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Step 1 is presented above and the data (step 2) is provided by the host com-
pany Länsförsäkringar. The other steps (3-6) will be accomplished as good as
possible in the rest of this work.

1.2 Previous Work
There is similar research trying to cluster customers like [5][6] but they either
do not have a real-world data set or have a small data set. They do not try with
different combinations of preprocessings and algorithms from different cluster
paradigms. Therefore, this thesis work contributes by trying to cluster a large,
real-world data set in several different ways.



Chapter 2

Background

2.1 Cluster Analysis
Cluster analysis is the task of grouping a set of objects such that objects in the
same cluster are more similar to each other than to objects in other clusters
[7]. This is a main task of exploratory data mining and used in unsupervised
machine learning. Unsupervised refers to the fact that there are no predefined
categories to place the data in, i.e. the correct answer is unknown. This differs
from its counter-part called supervised learning where you know the correct
data labels.

Figure 2.1: An example of data to the left that is clustered to the right.

To perform a cluster analysis it is necessary to first perform a feature se-
lection, data preprocessing, cluster the data and to validate the clusters, this is
what will be presented further in this section.

4



CHAPTER 2. BACKGROUND 5

2.2 Data Preparation
Feature selection is an important step in cluster analysis. The primary objec-
tive of feature selection is to select relevant features from a data set. This is
done for reasons to reduce the dimension of the input data set to the algorithm
so that the algorithms can run faster and more efficient, i.e. to remove fea-
tures that actually does not tell you a lot about the patterns in the data [8]. The
importance of reducing dimensionality is also motivated by the curse of di-
mensionality [9], which mainly states that data becomes sparse with increased
dimensions. Not only is it important to choose features but also to consider
how to handle outliers [10]. An outlier is a data point that is distant from other
points [11]. In this case referring to customers that has bought markedly many
insurances and/or paid more than others and therefore deviates from the other
customers. When features and data points are chosen the decision to trans-
form the data or not also has to be taken. This is done because the raw data
usually varies widely in range. In this work two transformations are used. A
linear transformation, in this work referred to as normalization, to make all the
columns belong to the same interval [0, 1]. See Equation 2.1.

x′i =
xi −max(x)

max(x)−min(x)
(2.1)

Where xi is the data point and x is the feature vector it belongs to. Mean/variance
normalization, in this work referred to as scaling, centers the data to roughly
equating the dynamic ranges along each dimension. It is done by Equation
2.2.

x′i =
xi − x̄i
σxi

(2.2)

Where xi is the data point and x̄i is the sample mean and σxi is the sample
standard deviation [12].

Finally, a distance measure has to be chosen. The goal of clustering is to
create similarity in clusters and dissimilarity between clusters, to quantify this
a distance function has to be chosen. The type of data and variables affects
the choice of distance function. In this work the variables are quantitative,
i.e. they are all exact amounts measured by a numeric value and therefore the
distance function chosen in this work is the Euclidean distance [11].
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2.3 Clustering Algorithms
There are different kinds of paradigms for clustering a data set. Centroid-based
clustering [13] aims at finding k centroids such that each point is close to one
of the centroids, in this work applied with K-means. The two-level clustering
in this work is inspired by Vesanto and Alhoniemi [4]. First the data points
are clustered by a self-organizing map and then the self-organizing map is
clustered by hierarchical clustering. Hierarchical clustering is by itself another
paradigm that creates a tree-like representation of the data and the clusters are
extracted by selecting different branches of the tree [14]. The last paradigm
used in this work is density-based clustering [15] which assumes that clusters
are contiguous dense regions in the data space, separated by areas of low point
density, in this work applied with HDBSCAN.

2.3.1 K-means
The K-means clustering partitions a data set into K distinct (non-overlapping)
clusters. Formally this can be defined as following, let C1, . . . , CK denote
sets containing indices of observations in each cluster. These sets satisfies the
condition that each observation belongs to exactly one distinct Ci, i.e. the Ci’s
are disjoint sets.

For a good K-means clustering the variance within each cluster should be
as small as possible and the variation between clusters should be clear. This
is an optimization problem, to minimize the following function:

K∑
k=1

1

|Ck|
∑
i,i′∈Ck

p∑
j=1

(xij − xi′j)2 (2.3)

where p is the amount of points in the cluster. As seen the function to be
optimized is the square Euclidean distance [3].

The K-means clustering is a NP-hard problem [16] and therefore heuristic
algorithms has been developed. The one used in this work is the one proposed
by Hartigan and Wong [17], which finds a local optimum. It is good to run the
algorithm several times since it does not converge to a global optimum.

The Hartigan and Wong algorithm will be briefly explained below, for a
more detailed description see [17].

• n is the number of d-dimensional vectors to be clustered

• k is the number of clusters
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• µj is the center of the cluster j

• Letm(t)
1 ,m

(t)
2 , . . . ,m

(t)
k be the k cluster centers at iteration t.

• Let Si =
{
xp : ||xp −m(t)

i ||2 ≤ ||xp −m
(t)
j ||2,∀j ∈ [1, k]

}
• Let Φ(Sj) =

∑
x∈Sj

(x− µj)2 be the individual cost of Sj

Then the algorithm is as follows:

• Assignment step: Partition the data points into random clusters {Sj}j∈{1,...,k}.

• Update step: Determine n,m ∈ {1, . . . , k} and xn for which the fol-
lowing function reaches a minimum ∆(m,n, x) = Φ(Sn) + Φ(Sm) −
Φ(Sn \ {x})−Φ(Sm ∪ {x}). For the minimum values move x from Sn
to Sm.

• Termination: Once ∆(m,n, x) > 0 for all x, n,m the algorithm de-
termines.

To illustrate an example of the update steps for computing the new cluster
centers see Figure 2.2. 1

Figure 2.2: An example of the update steps where the centroids are moved to
the average of within cluster data points.

1https://commons.wikimedia.org/wiki/File:K_Means_Example_Step_3.svg, 2019-03-27
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K-means is a clustering algorithm that is reasonably efficient with respect
to within-class variance. It is also easily programmed and computationally
economical so it scales good with large data sets [18]. K-means is a partitional
clustering algorithm, i.e. the algorithm aims at finding a single partition de-
cided by the input k. This is one of the drawbacks with K-means, that is why
you usually run it for different k and compare the results [19].

2.3.2 Self-Organizing Map
The self-organzingmap (SOM) byKohonen [20] is an artificial neural network
(ANN) that is used to classify the input space based on similarity. It does so
by mapping each data point to a two (sometimes one) dimensional network
topology and thus reducing the dimension of the data. The network learns to
detect regularities and correlations in their inputs. A SOM learns to recog-
nize in a way such that neurons physically near each other in the neuron layer
respond to similar input vectors [21].

The two-dimensional grid of map units represents the SOM. Each unit i is
represented by a prototype vector mi = [mi1 . . . ,mid], where d is the dimen-
sions of the input vector. These prototype vectors are connected to adjacent
ones through a neighbourhood relation and the number of map units deter-
mines the accuracy and generalization capability of the SOM. Elements of the
prototype vectors of each unit are initialized randomly.

The SOM learns by competitive learning where all neurons that represents
the output layer compete for each input vector under a winner-takes-it-all con-
dition. It is trained iteratively and at each training step a sample vector x is
randomly chosen from the input data set. Then the Euclidean distance between
x and all the prototype vectors are computed. The best matching unit (BMU),
which is denoted by b is the map unit prototype closest to x (Equation 2.4).

||x−mb|| = min
i
{||x−mi||} (2.4)

When the BMU is found the next step is to update the prototype vectors.
The BMU and its topological neighbours are moved closer to the input vector
that was randomly selected from the input data. The update rule is seen in
Equation 2.5.

mi(t+ 1) = mi(t) + α(t)hbi(t)(x−mi(t)) (2.5)

Where

• t is the time (iteration)
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• α(t) is the adaption coefficient (learning rate)

• hbi(t) = exp
(
− ||rb−ri||

2

2σ2(t)

)
is the neighbourhood kernel centered on the

winning prototype vector (topological neighbourhood).

Where rb and ri are positions of neurons b and i on the SOM grid and σ(t)

is the radius of the neighbourhood of the kernel. Both α(t) and σ(t) decreases
monotonically.

Figure 2.32 illustrates input vectors training the SOM grid, with the win-
ning node as dark and the neighbourhood nodes as darker.

Figure 2.3: An example of the training of the SOM.

2.3.3 Hierarchical clustering
Hierarchical clustering seeks to step by step build a hierarchy of clusters. There
are two main ways to achieve this. The first one is called agglomerative ap-
proach where each observation starts in its own cluster, and in each step merge
pairs of clusters as moving up the hierarchy. The other one is called divi-
sive approach which starts with all observations in one cluster and step by
step splits the clusters when moving down the hierarchy [7]. The one used in
this work is the agglomerative approach. The hierarchical clustering also re-
quires a defined distance and an agglomeratieration criterion. The ones used
are euclidean distance and complete-linkage. Complete linkage [22] is de-
fined as following: the distance Dij between two clusters Ci and Cj is the

2https://commons.wikimedia.org/wiki/File:Self-organizing-map.svg, 2019-03-24
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maximum distance between two points x ∈ Ci and y ∈ Cj , i.e. Dij =

maxx∈Ci,y∈Cj
d(x, y), where d(x, y) is the distance function (in this case eu-

clidean distance) [23]. The steps in the algorithm is described in James et al.
[3]:

1. Begin with n observations and a distance measure of the observations.

2. For i = n, n− 1, . . . , 2

(a) Examine all pairwise inter-cluster dissimilarities among the i clus-
ters and identify the most similar one and merge those clusters.

(b) Compute the new pairwise inter-cluster dissimlarities among the
i− 1 remaining clusters.

In Figure 2.4 3 an example is illustrated of agglomerative hierarchical clus-
tering.

Figure 2.4: An example of agglomerative hierarchical clustering.

2.3.4 HDBSCAN
Hierarchical Density-Based- Spatial Clustering of Applications with Noise
(HDBSCAN) [24] is a hierarchical density-based clustering algorithm. As

3Source: https://commons.wikimedia.org/wiki/File:Agglomerative_clustering_dendogram.png,
2019-03-27
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the name indicates it is a hierarchical DBSCAN [25]. One of the most signif-
icant differences is that HDBSCAN can find clusters of varying density (un-
like DBSCAN). HDBSCAN is a powerful algorithm that generates a complete
density-based clustering hierarchy from which a simplified cluster tree com-
posed only of the most significant clusters can easily be extracted, so it can
be used for visualization of data. It also detects outliers in the data set. The
HDBSCAN has a single input parametermpts which can be interpreted as the
minimum amount of points being close to each other to be considered a cluster
and not an outlier [24]. An overview of the algorithm will be presented below
(for more details see the work of Campello et al. [24]). Define first a core ob-
ject, an object xp is called a core object if its ε-neighbourhood contains at least
mpts, i.e. if |Nε(xp)| ≥ mpts, where Nε(xp) = {x|d(x, xp) ≤ ε}, if a point is
not a core point it is noise. Core distance, dcore(xp), is defined as the distance
of an object xp ∈ X to itsmpts-nearest neighbour and mutual reachability dis-
tance as dmreach(xp, xq) = max(dcore(xp), dcore(xq)), d(xp, xq)). The mutucal
reachability graph is defined as a complete graphGmpts , in which the objects of
X are vertices and the weight of each edge is the mutual reachability distance
between the respective pair of objects. Then the HDBSCAN algorithm can be
explained in the steps below.

1. Compute core distance for all data objects in X.

2. Compute a minimum spanning tree (MST [26]) of Gmpts .

3. Extend theMST to obtainMSText by for each vertex adding a "self edge"
with the core distance of the corresponding object as weight.

4. Extract the HDBSCAN hierarchy as a dendrogram from MSText:

(a) For root of tree assign all objects as single cluster

(b) Iteratively remove all edges from MSText in decreasing order of
weights

i. Before removal, set dendrogram scale value of current hierar-
chical level as the weight of edge to be removed

ii. After removal, assign labels to connected components that
contains end vertices of removed edges. To obtain next hi-
erarchical level assign a new cluster label to component if it
still has at least one edge, else assign it as noise.
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Figure 2.54 illustrates core distance for three of the points based on min-pts
parameter and the mutual reachability between green and red point.

Figure 2.5: An example of how HDBSCAN clusters data points.

2.4 Validating Clustering Algorithms
As mentioned, cluster analysis is a part of unsupervised machine learning, i.e.
the correct answer is unknown. This means that it is more difficult to know
if the results are good or not. Therefore, measures to validate the clustering
partitions goodness has been developed. These measures should be used to get
an indication of best model parameters and insight of how many true clusters
are hidden in the data. The clustering validity indices combine information
about intracluster compactness and intercluster isolation, as welll as other fac-
tors [23]. Some example of clustering validity indices are total within sum of
square (WSS), the Dunn index [27] and the Silhouette index [28].

2.4.1 Silhouette Index
The Silhouette index [28] is a measurement for validating clusters, it is used
as an indication of how good a clustering is. It is a internal validation in-
dex that measures the degree of confidence in the clustering assignment of

4Source: https://hdbscan.readthedocs.io/en/latest/images/distance5.svg, 2019 − 03 −
27
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a particular observation [29]. The idea of the algorithm is to for a cluster-
ing partition C1, C2, . . . , Ck of a data set for each cluster compute the average
distance (e.g. Euclidean distance) between its data points and compare that
to the average distance it has to the data points in the nearest cluster. There-
fore, needed to compute silhouette values is a clustering obtained by running a
clustering algorithm on the data set and the collection of al distances between
objects. For a data point i let a(i) be the average distance from i to all other
data points within the same cluster and b(i) be the average distance from i to
all data points in its nearest cluster. Then the silhouette index is computed as
seen in Equation 2.6.

s(i) =


1− a(i)/b(i) if a(i) < b(i)

0 if a(i) = b(i)

b(i)/a(i)− 1 if a(i) > b(i)

(2.6)

As seen in Equation 2.6 it holds that −1 ≤ s(i) ≤ 1 and a high silhouette
value indicates a good clustering, the total silhouette score for clustering is
obtained by taking the mean of all the s(i) [28]. The advantages is that the
only thing you need to compute the average silhouette value is the resulting
clustering and the distances between all the points. It also considers not only
internal goodness of the clusters but measures it to a neighbouring cluster. The
disadvantage is that it requires a lot of memory, i.e. a distance matrix of size
O(N2), where N is the total amount of data points.



Chapter 3

Methodology

In this chapter the methods of the work performed is presented. The prepro-
cessing of the data, the parameter search for the clustering algorithms, the
validation of the results and the investigation of the cluster distributions. The
data set used will also be presented in more details in Section 3.1.

The three different cluster algorithms are performed on four different sub-
sets of the data (see Figure 3.1) and all the data sets are preprocessed in two
different ways, this results in four different clusterings of each data set and a
total of 24 clustering results. All of the code and every analysis was done using
the programming language R, version 3.5.1. For every random step the same
seed was set.

The steps of the cluster analysis can be summarized in the following steps.

1. Preprocessing of data

2. Parameter search and clustering

3. Analyzing results

3.1 Data
The data set clustered in this work contains N data points (customers) and 68
variables (features). The features are information about previous purchases
the customers have done, i.e. how many items of a specific product they have
bought and how much they have paid for those products. All of the values
in the data set are numerical values that lies in the following interval [0,∞),
recall that this interval is valid before any preprocessing is done. These type

14
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of features are called quantitative variables [11], which means they indicate an
exact amount measured as a value.

The variables will in the report be referred to as Var 1, . . . ,Var 68. These
variables has with knowledge about the company and the business also been
divided into different subgroups as seen in Figure 3.1. The partition of the
data set is done with domain knowledge. This is motivated by the curse of
dimensionality [9] that states that when the dimension of the data increases
it becomes sparse and more difficult to analyze. Reducing dimensions also
decreases computational time and needs less memory.

1

Var1

...

N

2

... Var68Var10 Var11 Var24 Var25... ...

DS2 DS3 DS4

DS1

C
U
ST

O
M
ER

S

Figure 3.1: The different partitions of the data set to be clustered.

In Table 3.1 some information about the data is presented to get an overview
of it. The whole data set (DS1 in Figure 3.1) is sparse and there are 95,4% ze-
ros in it (Table 3.1). It could also be interesting to look at other attributes of the
data, for example as maximum value but to not expose the companies secrecy
this information is not presented in this report.

The amount of data points (customers) in the data set might be reduced for
the different clustering algorithms. This is due to memory limitations. If the
data sets were reduced it will be mentioned under the corresponding section
on how many data points and which data points was removed.

Furthermore, there are no missing data for the customers in these variables
and also that extreme values exists but no action has been taken towards them
because they are true values and not a result of incorrect measurements, but it
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Data Set Amount of Zero values Mean
1 95,4 % 14 158
2 88,4 % 66 780
3 98,9 % 1 442
4 96,9 % 327

Table 3.1: Overview information of the data sets.

is good to mention that some of the values for some customers, relatively, are
very high.

Also, each customer belongs to a group and of interest for the company is
to look at the distribution of this variable in the resulting clusters and this will
also be done and presented in this report.

3.2 Preprocessing of Data
Before the running the clustering algorithms on the data it was preprocessed.
All the columns of the data set were separetly scaled or normalized. Also the
data set was divided in different subsets as seen in Figure 3.1. So the data sets
clustered by all of the algorithms were normalized/scaled DS1, DS2, DS3 and
DS4.

3.3 Parameter Search and Clustering
As mentioned all the clustering algorithms were run on each of the differently
preproccesed data sets. In this step the methodology differs but not in the pre-
processing step and the analysis of the results, which is the same. Depending
on what algorithmwas chosen the parameter search is different here the details
are explained on what was done for the different algorithms.

3.3.1 K-means
The K-means clustering algorithm is performed with the package "stats" and
the silhoutte values are computed with the package "cluster" in R.

Because of computational andmemory limitations the amount of customers
in the data set was reduced by 0, 13%. The data points removed were chosen
at random (with a set seed).
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The parameter search for K-means is to determine an optimal number for
k, which determines the number of clusters. The K-means cluster analysis was
performed as following.

1. Running the K-means algorithm for k ∈ [2, 3, . . . , 25]. Other relevant
input data arguments to the algorithm was letting the max number of
iterations being set to 100 and to run the algorithm with 25 different
starting states (since the K-means converges to a local optimum).

2. Compute the average silhouette value for each of the of the clusterings.

3. Choosing the K-means clustering with the highest average silhouette
value for further analysis.

As mentioned, the above steps were performed on all the data sets as seen
in Figure 3.1 and on normalized and scaled data.

3.3.2 Two-Level Clustering
The two-level approach used in this work is inspired byVesanto andAlhoniemi
[4]. The two steps are to first train a SOM on the data and then to cluster the
resulting self-organizing map with hierarchical clustering using complete link-
age. The SOM algorithm is performed with the package "kohonen" [30], the
hierarchical clustering is performed with the package "stats" and the silhoutte
values are computed with the package "cluster" in R.

Computational and memory limitations were not a restriction for this al-
gorithm and therefore all of the N data points were used.

The parameter search for this algorithm was to decide where to cut the
dendrogram produced by the hierarchical clustering, i.e. decide the optimal
number of clusters.

1. Create a quadratic hexagonal SOM-grid, i.e. the sides are of the same
size and each node has 6 immediate neighbours. The size of the sides
were decided by x = y = b

√
5 ∗
√
Nc. This grid size is suggested

byVesanto and Alhoniemi [4].

2. Train a SOM on the data by presenting the whole data set a 1000 times
(1000 iterations) and let the learning rate linearly decrease in the follow-
ing interval α ∈ [0.05, 0.01].

3. Cluster the trained self-organizing map with hierarchical clustering by
merging on complete linkage.
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4. Compute the average silhouette index on clusters (cuts) from [2, 3, . . . , 25].

5. Choosing the cut which gives the highest average silhouette value for
further analysis.

As mentioned, the above steps were performed on all the data sets as seen
in Figure 3.1 and on normalized and scaled data.

3.3.3 HDBSCAN
The HDBSCAN clustering algorithm is performed with the package "dbscan"
and the silhoutte values are computed with the package "cluster" in R.

Because of computational andmemory limitations the amount of customers
in the data set was reduced by 1, 34%. The data points removed were chosen
at random (with a set seed).

The parameter search for HDBSCAN is to determine an optimal number
for the parameter "min-pts", which determines which points are noise and
which are not. The HDBSCAN clustering was performed as seen below.

1. Run theHDBSCANclustering algorithm formin-pts ∈ [10, 20, . . . , 100].

2. Compute the average silhouette value for each of the clusterings (re-
member to remove the points that HDBSCAN classifies as noise).

3. Choose the HDBSCAN clustering with the highest average silhouette
value for further analysis.

As mentioned, the above steps were performed on all the data sets as seen
in Figure 3.1 and on normalized and scaled data.

3.4 Analyzing the Clusters
Also of interest for this thesis and the company was to look at the results of
the clusters trying to identify customer patterns. For each of the 24 models the
clusters that are larger than 5% are presented in tables in Chapter 4. Then the
within cluster distribution is also presented in tables looking at which group the
customers within the cluster belongs to, with the restriction that only groups
that has more than 5% of the customers are presented.



Chapter 4

Results

In this chapter the results of the different runs of the clustering algorithms are
presented. With two different preprocessings, four different partitions of the
original data set and three different clustering algorithms a total of 24 different
clusterings were performed trying to find some patterns of customer behaviour
in the given data set with information about the purchases the customers of the
company have done. As described in Chapter 3 (Methodology) a parameter
search was performed for each of these 24 clusterings and in this section only
the results of the best clustering (with respect to the average silhouette value)
are presented.

4.1 Best clusterings
In Table 4.1 the algorithms that performed the best clustering are presented,
i.e. three clusterings for each data set and preprocessing combination. The ta-
ble presents the average silhouette value for the clustering, how many clusters
were found and what parameter produced this result. In the case of K-means
and Two-Level clustering the number of clusters and parameter are the same
value. For K-means k is equal to number of clusters and for Two-Level cluster-
ing number of clusters is equal to where the the cut in the dendrogram is made.
As seen in Table 4.1, K-means performed best on scaled DS1 with a average
silhouette value of 0.936 (second highest 0.872). K-means also performed
best on normalized DS2 and scaled DS3. For DS4, Two-Level clustering per-
formed best when the data was scaled.
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K-means
DS1 DS2 DS3 DS4

Norm Scaled Norm Scaled Norm Scaled Norm Scaled
Number of
Clusters

2 2 2 24 4 2 2 2

Silhouette
Value

0.720 0.936 0.989 0.986 0.970 0.987 0.752 0.824

Two-Level Clustering
DS1 DS2 DS3 DS4

Norm Scaled Norm Scaled Norm Scaled Norm Scaled
Number of
Clusters

2 3 3 3 2 2 2 2

Silhouette
Value

0.704 0.872 0.807 0.855 0.900 0.952 0.478 0.917

HDBSCAN
DS1 DS2 DS3 DS4

Norm Scaled Norm Scaled Norm Scaled Norm Scaled
Min Points 70 90 90 40 80 70 10 10
Number of
Clusters

41 2 4 2 8 8 352 341

Silhouette
Value

0.715 0.746 0.979 0.975 0.652 0.611 0.834 0.805

Table 4.1: The best clustering by the algorithms, number of clusters, parameter
value and the average silhouette value.
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4.2 Clusters size
Area of interest for this thesis (and for the company) was also to look at the
distribution of the resulting clusters to see if there is any interesting behaviour
of the customers, these results are presented here. Only the clusters that con-
tain more than 5% of the total amount of the data pointsN are presented. This
is due to the fact that some of the cluster algorithms found many and really
small clusters and these are considered insignificant for finding any customer
behavioural patterns, also it would not be any feasible way to present all the
clusters in the report in a user friendly way. None of the best clusterings re-
sulted in more than two clusters containing more than 5% of the total amount
of customers. In Table 4.2 and Table 4.3 the clusters and their size for normal-
ized respectively scaled data are presented.

DS1 DS2

K-means Cluster: 1 2 K-means Cluster: 1 -
Size: 90,56% 9,44% Size: 100,00% -

Two-Level Cluster: 1 - Two-Level Cluster: 1 -
Size: 99,99% - Size: 99,67% -

HDBSCAN Cluster: 4 40 HDBSCAN Cluster: 4 -
Size: 7,12% 50,72% Size: 96,82% -

DS3 DS4

K-means Cluster: 3 - K-means Cluster: 1 2
Size: 98,27% - Size: 91,00% 9,00%

Two-Level Cluster: 1 - Two-Level Cluster: 1 -
Size: 99,97% - Size: 99,78 -

HDBSCAN Cluster: 7 8 HDBSCAN Cluster: 349 -
Size: 5,76% 73,68% Size: 51,09% -

Table 4.2: Cluster sizes found in the different data sets, only 5% and higher
are presented, this is for normalized data.

4.3 Distribution within clusters
Furthermore, the within cluster distribution of which group the customer be-
longs to will also be limited to only looking at groups that contains at least 5%
of the data points belonging to the specific cluster, with the samemotivation as
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DS1 DS2

K-means Cluster: 1 - K-means Cluster: 9 -
Size: 99,94% - Size: 96,00% -

Two-Level Cluster: 1 - Two-Level Cluster: 1 -
Size: 99,99% - Size: 99,99% -

HDBSCAN Cluster: 2 - HDBSCAN Cluster: 2 -
Size: 98,20% - Size: 99,58% -

DS3 DS4

K-means Cluster: 1 - K-means Cluster: 2 -
Size: 100,00% - Size: 98,53% -

Two-Level Cluster: 1 - Two-Level Cluster: 1 -
Size: 100,00% - Size: 100,00% -

HDBSCAN Cluster: 7 8 HDBSCAN Cluster: 338 -
Size: 6,83% 73,89% Size: 50,99% -

Table 4.3: Cluster sizes found in the different data sets, only 5% and higher
are presented, this is for scaled data.

for previous constraint. The large clusters were presented above and here the
distribution within every cluster is presented for the variable group which were
of interest for the company. These are seen in Table 4.4 to Table 4.11 and are
divided into datasets and preprocessing so that they easily can be compared.

DS1
Group: 1 2 C F G J L M

K-means Cl 1 20,07% 5,03% 12,62% 12,89% 6,47% 5,49% 16,46%
Cl 2 25,48% 52,37%

Two-Level Cl 1 18,25% 11,58% 12,03% 8,27% 5,20% 19,85%

HDBSCAN Cl 4 25,88% 53,01%
Cl 40 5,24% 32,88% 6,71% 10,91% 6,78% 16,76%

Table 4.4: Cluster distribution for variable group. Only the groups that are
larger than 5% and higher are presented, this is for normalized data.
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DS2
Group: 2 F G J L M
K-means Cl 1 18,30% 11,58% 12,07% 8,24% 5,18% 19,80%
Two-Level Cl 1 18,30% 11,59% 12,06% 8,24% 5,18% 19,79%
HDBSCAN Cl 4 18,39% 11,62% 12,20% 8,14% 5,17% 19,65%

Table 4.5: Cluster distritubtion for variable group. Only the groups that are
larger than 5% and higher are presented, this is for normalized data.

DS3
Group: 1 2 F G J L M
K-means Cl 3 18,36% 11,53% 12,02% 8,27% 5,23% 19,79%
Two-Level Cl 1 18,25% 11,59% 12,04% 8,25% 5,20% 19,85%

HDBSCAN Cl 7 12,15% 38,77% 5,90% 8,56% 14,70%
Cl 8 14,86% 12,82% 11,83% 8,89% 6,16% 20,46%

Table 4.6: Cluster distribution for variable group. Only the groups that are
larger than 5% and higher are presented, this is for normalized data.

DS4
Group: 1 2 C F G J L M

K-means Cl 1 20,07% 5,03% 12,62% 12,89% 6,47% 5,49% 16,46%
Cl 2 25,48% 52,37%

Two-Level Cl 1 18,28% 11,48% 12,05% 8,28% 5,20% 19,89%
HDBSCAN Cl 349 5,43% 33,76% 6,27% 10,46% 7,11% 16,95%

Table 4.7: Cluster distribution for variable group. Only the groups that are
larger than 5% and higher are presented, this is for normalized data.

DS1
Group: 2 F G J L M
K-means Cl 1 18,26% 11,58% 12,04% 8,25% 5,20% 19,85%
Two-Level Cl 1 18,25% 11,59% 12,03% 8,27% 5,20% 19,85%
HDBSCAN Cl 2 18,54% 11,44% 12,05% 8,30% 5,13% 19,88%

Table 4.8: Cluster distribution for variable group. Only the groups that are
larger than 5% and higher are presented, this is for scaled data.
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DS2
Group: 2 F G J L M
K-means Cl 9 18,38% 11,62% 12,24% 8,13% 5,15% 19,62%
Two-Level Cl 1 18,25% 11,58% 12,03% 8,27% 5,20% 19,85%
HDBSCAN Cl 2 18,31% 11,58% 12,08% 8,25% 5,15% 19,80%

Table 4.9: Cluster distribution for variable group. Only the groups that are
larger than 5% and higher are presented, this is for scaled data.

DS3
Group: 1 2 F G J L M
K-means Cl 1 18,26% 11,58% 12,04% 8,25% 5,20% 19,85%
Two-Level Cl 1 18,25% 11,59% 12,03% 8,27% 5,20% 19,85%

HDBSCAN Cl 7 11,71% 38,47% 6,21% 8,65% 14,76%
Cl 8 14,84% 12,81% 11,85% 8,91% 6,16% 20,48%

Table 4.10: Cluster distribution for variable group. Only the groups that are
larger than 5% and higher are presented, this is for scaled data.

DS4
Group: 1 2 F G J L M
K-means Cl 2 18,52% 11,19% 12,12% 8,39% 5,17% 20,08%
Two-Level Cl 1 18,25% 11,57% 12,05% 8,27% 5,19% 19,86%
HDBSCAN Cl 338 5,44% 33,81% 6,28% 10,48% 7,12% 16,96%

Table 4.11: Cluster distribution for variable group. Only the groups that are
larger than 5% and higher are presented, this is for scaled data.
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Discussion

In this Chapter the results of this thesis work will be discussed. How did the
different clustering algorithms perform, how did the different preprocssings
and the partitioning of the data set impact the results.

First of all the results indicates that sparse data sets can be clustered well
with respect to the average silhouette index by different clustering algorithms.
All of the algorithms performed well with only three experiments resulting in
noticeable lower silhouette values, these were Two-Level clustering on nor-
malized DS4 and HDBSCAN on normalized and scaled DS3. The K-means
clustering algorithm performed well and was only outperformed on 2 out of 16
cases as seen in Figure 5.1. The K-means algorithm performs better in scaled
data in 3 out of 4 cases and it performs best on DS2 which has the most values
larger than zero and is of lowest dimension of all the data sets. The Two-Level
clustering algorithm does not perform as well as the K-means, but it is not that
far behind. It performs best on scaled data in 4 out of 4 cases. Noticeable
is that unlike the two other algorithms it does not perform best on DS2 and
that on DS4 there is a large difference on the performance for normalized and
scaled data. HDBSCAN performs similar as K-means for DS1, DS2, and DS4
but a lot worse on DS3 which is the most sparse data set containing 98,9%
zeroes.

As mentioned the sizes of the clusters and the within distribution also were
of interest for this thesis and the company. This is something that is muchmore
difficult to quantify and measure. Since the comparison will be more difficult
this will not be used to answer the question of performance but a discussion
will be done on the trade-off between high average silhouette values and find-
ing patterns in the clusters. When observing the sizes of the clusters (Table
4.2 and Table 4.3) we see that for scaled data only HDBSCAN finds clusters
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Figure 5.1: Comparing plots of the performance of the clustering algorithms.

in DS3 and DS4 that does not result in putting at least 98,20% of all the data
points into one single cluster while still getting a high average silhouette value
for DS4. For normalized data K-means also finds clusters where all of the data
points does not go into one big cluster for DS1 and DS4. HDBSCAN for nor-
malized data manages to achieve the same for DS1, DS3 and DS4 and getting
good silhouette score for DS1 and the best for DS4. Two-Level clustering ba-
sically created one big cluster for all the data points on all of the experiments
and scored high on silhouette values. K-means could find some clusters for
normalized data while HDBSCAN could find clusters and get a good silhou-
ette score, considering this trade-off between "finding" clusters and silhouette
value one could argue that HDBSCAN performed best and that the Two-Level
clustering the worst. However, when looking at the distribution of the group
the customers belong to within the clusters there are no dominating patterns
such that to say in this cluster most people belongs to this group.

To summarize the Two-Level clustering performs good compared to the
methods used in this thesis on both preprocessings and all of the data sets
(the exception being normalized DS4). The advantage of this method is that
it also succeeds to cluster all the data points with the constraints on memory
and computational time. However, noticeable is that the clusters it created was
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by putting at least 99,67% of all the data points in one single cluster for each
of the runs. Another advantage of this clustering is that SOM also presents
other powerful tools in exploratory data mining (that were not used in this the-
sis). A disadvantage is that when adding steps to the clustering you also add
complexity and it is never a good practice to add unnecessary complexity to
data mining [31]. K-means clustering performed best with respect to average
silhouette values in most of the cases. It is one of the most used clustering
algorithms and is therefore a good measure for comparison, it also performs
quite well. Its simplicity also is good because it is easy to understand. The
disadvantage is that for it to cluster data perfectly all clusters should be spher-
ical which might not be the case, but it still performs competitively relative
the methods used in this work. Another drawback is that you have to choose
the number clusters k as input to the algorithm. The HDBSCAN has the dis-
advantage of performing not as high compared to the others. It also required
a reduction of the data set due to memory limitations. If you weigh in the fact
that it does not put all the data points in to a single cluster and still gets good
scores on average silhoutte value, i.e. a trade-off with silhouette values and
cluster sizes it performs good, one could say the best, depending on how you
measure this trade-off.

Performing a cluster analysis on a sparse data is not an easy task. It is
necessary to have domain knowledge and it is crucial to try different clustering
algorithms and different ways of processing the input data. Trying to work-
around obstacles as memory constraints and trying to measure how good a
clustering is when the real answer is unknown is also difficult. It is not possible
to beforehand know what will work, but with experience at least it is possible
to obtain an intuition on what steps are reasonable to implement.
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Conclusions

This thesis tried three different clustering algorithms:

• K-means (center-based clustering)

• SOM and Hierarchical clustering (two-level clustering)

• HDBSCAN (density-based clustering)

in combination with different preprocessings and with different feature se-
lections of the customer data set (provided by the host company Länsförsäkringar)
trying to find clusters in it and to answer the research questions formulated in
Section 1.1.

To select the best clustering a measure is required and the one used in this
work is:

• The Average Silhouette Index.

Based on the average silhouette value K-means performed best on scaled
DS1 and DS3, and on normalized DS2. Two-level clustering performed best
on scaledDS4. Experimentingwith preprocessings and feature selection shows
also impacts on the results. Scaling the data gives better average silhouette val-
ues 8 out of 12 cases and reducing the data set (DS1) gives better 9 out of 16
cases (Table 4.1).

However, the patterns found in clusters are also of interest for this the-
sis and to measure the performance of patterns found in the clusters is not as
straightforward. Considering this it is harder to answer the question on which
clustering was best. The results presented in the paragraph above indicates
that scaling data usually gives better average silhouette values but by look-
ing at Table 4.3 (scaled data) only HDBSCAN for DS3 and DS4 could find
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clusters that does not contain almost all of the data points while in Table 4.2
(normalized data) HDBSCAN and K-means clustered the data in a way such
that not almost all the points are in one cluster. As said this is much harder to
quantify and to measure so this point will not be a basis to answer the research
question.

To summarize, the results indicate that sparse data sets can be clustered
well with K-means on scaled data without having to reduce the dimensions
of the data. Also, to be mentioned is that no patterns in the clusters of the
group belonging of the customers were found. The algorithms that did find
clusters that did not cover all of the data points did unfortunately not have any
dominating within cluster distribution belonging to a specific customer group.
However, even though K-means performed best the others were not that far
behind and the results also supports that it is a good practice to preprocess data
in different ways and to cluster it with different algorithms when performing
a cluster analysis.

6.1 Critique
Aspects of this thesis will be criticized here. One big drawback is that this the-
sis only compare the results based on one measure. Since we do not possess
the correct answer in unsupervised machine learning it is much more difficult
to verify the results. One could argue that because of that the importance to
have several measures of the performance of the algorithm is even more im-
portant. However, in this thesis only the average silhouette value was used to
determine the performance of the algorithms. This was due to the fact that
there was an interest of experimenting with different preprocessings in com-
bination with feature selections and if the validation indices would not have
agreed on the best model, the 24 models presented in Section 4 could instead
have been 48 only by increasing the number of validation indices by one. This
is not feasible with the scope of this thesis work.

Also when comparing the results it should be remembered that the data set
had to be reduced to perform K-means and HDBSCAN due to computational
time and memory limitations.

6.2 Further work
A lesson from this thesis is that you have to try several different paths when
trying to cluster data, so a natural extension would be to try other algorithms in
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combination with other preprocessings. Also to focus more on the fact that the
data set is very sparse, insert algorithms such as principal component analysis
(PCA) [32] or search for other literature to deal with sparse data in clustering.

To add more business value to the company it could be interesting in devel-
oping recommendation systems based on clustering as has been done in [33]
[34] [35], to name a few.
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