
Lecture notes in numerical linear algebra
Fundamental concepts

x0 Fundamental concepts

This is a short summary of certain important fundamental techniques,
which are not a part of the course but will be used several times.

x0.1 Orthogonal matrices and QR factorization

The QR-factorization is a factorization involving an orthogonal matrix
Q and an upper triangular matrix R.

Orthogonal matrices are important in
matrix computations, most importantly
when the matrix represents a basis of
a vector space. Many properties of the
vector space are not robust with respect
to rounding errors if the basis is not or-
thogonal.

Definition 0.1.1 (Orthogonal matrix). Q ∈ Rn×m is called an orthogonal
matrix if

QTQ = I.

For complex matrices, the corresponding property is called unitary: Q∗Q = I.

Properties:

(i) The columns of an orthogonal matrix are orthonormal.

(ii) If n = m, then QT = Q−1.

(iii) If n = m, then QQT = I.

Note that (iii) is not satisfied if Q is a rectangular matrix (n ≠ m). For
instance

Q =

⎡⎢⎢⎢⎢⎢⎢⎣

0 1
1 0
0 0

⎤⎥⎥⎥⎥⎥⎥⎦

is an orthogonal matrix since QTQ = I, but

QQT =

⎡⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 1 0
0 0 0

⎤⎥⎥⎥⎥⎥⎥⎦

.
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A QR-factorization can be computed
with the matlab command [Q,R]=qr(A).
It will however in general not return
the solution with positive diagonal ele-
ments.

Theorem 0.1.2 (Uniqueness of QR-factorization). For any matrix A ∈
Rn×m, n ≤ m there exists an orthogonal matrix Q ∈ R ∈ Rn×m and an upper
triangular matrix R ∈ Rm×m such that

A = QR.

Moreover, if A is non-singular, the diagonal elements of R can be chosen
positive, and the decomposition where the diagonal elements of R are positive
is unique.

The QR-decomposition is the underlying method to solve overde-
termined linear systems of equations, for instance with the backslash
operator in matlab when the matrices are rectangular. The decomposi-
tion can be computed in a finite number of operations with for instance
Householder reflectors or Givens rotations, which will be used in this
course.

x0.2 Jordan canonical form (JCF)

The Jordan canonical form is typically
treated in basic linear algebra courses,
but also used in the study of stability
theory in for instance systems theory
and differential equations.

The Jordan canonical form, also sometimes the Jordan form or the
Jordan decomposition, is a transformation that brings the matrix to a
certain block diagonal form.

Definition 0.2.1 (Jordan canonical form). The Jordan decomposition of a
matrix A ∈ Rn×n is an invertible matrix X ∈ Rn×n and a block diagonal
matrix

D =

⎡⎢⎢⎢⎢⎢⎢⎣

J1

⋱
Jq

⎤⎥⎥⎥⎥⎥⎥⎦
where

Ji =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

λi 1
⋱ ⋱

⋱ 1
λi

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ Rni×ni

such that
A = XDX−1.

The matrix Ji is called a Jordan block, or sometimes a Jordan matrix.

Example of Jordan decomposition

The Jordan decomposition of

A =

⎡⎢⎢⎢⎢⎢⎢⎣

3 0 0
0 3 0
1 0 3

⎤⎥⎥⎥⎥⎥⎥⎦
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is represented by

D =

⎡⎢⎢⎢⎢⎢⎢⎣

3 1 0
0 3 0
0 0 3

⎤⎥⎥⎥⎥⎥⎥⎦

, X =

⎡⎢⎢⎢⎢⎢⎢⎣

0 1 0
0 0 −1
1 0 0

⎤⎥⎥⎥⎥⎥⎥⎦

since A = XDX−1. Note that the eigenvalue λ = 3 has two Jordan
blocks, one of size n1 = 2 and one of size n2 = 1.

◯

Theorem 0.2.2 (Existance and uniqueness of Jordan decomposition).
All matrices A ∈ Rn×n have a Jordan decomposition. The (unordered) set of
Jordan blocks is unique for any given matrix.

Definition 0.2.3. If a matrix A has a Jordan decomposition where all Jordan
blocks have size one (such that D is a diagonal matrix) the matrix A is called
a diagonalizable matrix.

Lemma 0.2.4. Suppose A is symmetric. Then A is diagonalizable and the X
matrix in the Jordan decomposition can be chosen as an orthogonal matrix.

Lemma 0.2.5. If A ∈ Rn×n has n distinct eigenvalues, then A is diagonaliz-
able.

x0.3 Types of convergence

Suppose vk ∈ Rn, k = 1, . . . is a sequence of vectors such that that vk con-
verges to some vector v∗ ∈ Rn as k →∞. In our context, k corresponds
to an approximation parameter in a numerical method. For instance,
it can correspond to the number of grid points in a trapezoidal rule or
the iteration number in Newton’s method.

We separate between two types of convergence. One type of conver-
gence is characterized with q, called the order of accuracy, and the other
with p which is called the convergence order. The same error curves are
given in semilogarithmic and logarithmic scale below.

The figures shows ek = k−q and ek+1 =
1
2 ep

k respectively. Note that the figures
show the same curves with different
scaling of the x-axis.
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In this course we are mainly concerned
with iterative methods and will mostly
study the convergence order. The con-
vergence order is better visualized in
semilogy-plots (left).

A note of caution: The term “linear convergence” can mean dif-
ferent things depending on context. The meaning is mostly field de-
pendent. In the context of differential equations linear convergence
typically refers to order of accuracy with q = 1. In the context of itera-
tive methods, linear convergence typically refers to convergence order
with p = 1.

0.3.1 Algebraic convergence and order of accuracy

The order of accuracy corresponds to the situation when the error be-
haves as ∼ k−q.

Definition 0.3.1 is a classification of a se-
quence of approximations. We will anal-
ogously say that a numerical method
has order of accuracy q if it generically
generates a sequence of approximations
which has order of accuracy q.

Definition 0.3.1 (Order of accuracy). The sequence of approximations vk,
k = 0, . . ., has order of accuracy q, if

∥vk − v∗∥ ≤ Ck−q, (1)

for sufficiently large k for some constant C, where q is the largest value such
that (1) is satisfied.

Some common examples:

• The trapezoidal rule for the numerical computation of integrals has
order of accuracy q = 2, where we normally define the step-length
as h = (b − a)/k such that k−2 = O(h2).

• The forward and backward Euler method for to solve an initial
value problem to a given time-point has order of accuracy q = 1.

• The truncated Fourier expansion of a discontinuous function has
order of accuracy q = 1 in an `2-sense.

The convergence in Definition 0.3.1 is sometimes called algebraic con-
vergence.

0.3.2 Exponential convergence and convergence order

The term convergence order relates the error between two consecutive
approximations.

Definition 0.3.2 (Convergence order). The sequence of approximations vk,
k = 0, . . ., has convergence order p if

∥vk+1 − v∗∥
∥vk − v∗∥p ≤ C <∞ (2)

for sufficiently large k for some constant C. The smallest value C such that
(2) is satisfied is called the convergence factor (corresponding to convergence
order p).
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The type of convergence in (2) is always
asymptotically faster than (1) and (2) is
said to have infinite order of accuracy.

There is a more explicit characterization for the special case p = 1.
For p = 1 we have

∥vk+1 − v∗∥ ≤ C∥vk − v∗∥,

which by induction can be shown to be equivalent to

∥vk − v∗∥ ≤ Ck∥v0 − v∗∥. (3)

Some common examples:

• Newton’s method has in general convergence order p = 2, if the root
is simple. For repeated roots the convergence order is p = 1.

• The secant method has, in general, convergence order p = (1 +√
5)/2 ≈ 1.62.

• The Gauss-Seidel iteration for linear systems of equation has con-
vergence order p = 1.

• Fixed point iterations vk+1 = ϕ(vk) ∈ Rn in general has conver-
gence order p = 1 if ϕ(v∗) ≠ 0. The convergence factor is given
by max(∣λ(ϕ′(v∗))∣), where ϕ′ is the Jacobian of ϕ.

Similar to the way algebraic convergence refers to the order of accu-
racy, convergence of the type (2) is often called exponential convergence
or sometimes geometric convergence. The terminology is however not
unified. In some literature geometric convergence refers to p = 1 and
p > 1 would refer to supergeometric convergence. For any meaning
of the word, geometric convergence is asymptotically faster than alge-
braic convergence.
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