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SF2822 Applied nonlinear optimization, final exam
Thursday August 17 2017 8.00-13.00
Brief solutions

As g3(2®) < 0 we must have gz(z) < 0.

Since g1(2*) = 0, g2(2®) = 0, with Vg(2*) and Vgy(2*) linearly independent,
it follows that 2™ is a regular point. Hence, the first-order necessary optimality
conditions must hold. We therefore try to find A; and As such that

2 1 0
=3 |=|-1 M+ 1 | Az
1 0 -1

There is a unique solution given by A = 2 and Ay = —1. Since A\; > 0 and A < 0, we
must have g;(x) > 0 and g2(z) < 0 for the first-order necessary optimality conditions
to hold.

We now investigate whether this choice gives a local minimizer. The Jacobian of the
active constraints at 2 is given by

1 -1 0

0 1 -1/
As the first two columns form an invertible matrix, we may for example obtain Z
from

Hence,

0o 0 0) /1
2NV () = MV () = VP Z=(1 1 1) [0 4 o1
0o o0 -1/ \1

:3’

which is a positive definite matrix. Therefore, z* is a regular point at which strict
complementarity holds, and the second-order sufficient optimality hold. Therefore,
2 is a local minimizer.

We conclude that 2™ becomes a local minimizer to (NLP) for the choice g1(z) > 0,
go(z) <0 and g3(z) < 0.

No constraints are active at the initial point. Hence, the working set is empty, i.e.,
W = 0. Since H = I and ¢ = 0, we obtain p(®©) = —(Hz(®) + ¢) = —2(©). The
maximum steplength is given by

Qmax =  min afe®—b _1
max i:aZTp(O)<0 _aZTp(O) 4’
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where the minimum is attained for i = 1. Consequently, a(®) = 1 /4 so that

o\ 1(/ 0 0
(1) — 2(0) | (0,0 — 1 _
- ()5 (1) (3)

with W = {1}. The solution to the corresponding equality-constrained quadratic
program is given by

0 2 Y 0
0 1 pgl) = —
2 1 0]\ a? 0

The maximum steplength is given by

Qmax =  min afe®—b _5
max i:a?p(0)<0 —CL,LTP(O) 67

where the minimum is attained for i = 2. Consequently, o)) =5 /6 so that

0 5 6 1
@ _ (1), 1,1 _ 2 5| _
== ()4 (0] = (1),

with W = {1,2}. The solution to the corresponding equality-constrained quadratic
program is given by

1 0 1 2 P 1

0 1 2 1 p | |1

1 2 0o ofl=2®] o

2 1 0 0)\ AP 0
We obtain

p?=(00)" A@=(1 1)

As p@ = 0and A®) > 0, the optimal solution has been found. Hence, 2(?) is optimal.

We have

fla) =2(z1 — 2)* + (22 — 1)? g(z) =1—af a3 >0,

(ZL‘l — 2) B —2:1}1
(22— 1) ) ; Vy(z) = ( 9, ) 7
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The first QP-subproblem becomes

minimize %pTvgxﬁ(gg(O)’ A 4 VF(2O)Tp
subject to  Vg(z()Tp > —g(2(0),

Insertion of numerical values gives

minimize  2p? + p3

subject to —4p; — 2py > 2.

We now utilize the fact that the subproblem is of dimension two with only one
constraint. The subproblem is convex, since it is a quadratic program with positive
definite Hessian. The constraint must be active, since the unconstrained minimizer
p = 0 is infeasible. Hence, we may let p; = —1/2 — p3/2 and minimize

1 p2ysy 2
2(= + = .
(2+2) + 3

Setting the derivative to zero gives
gl P2 _
0—2(5‘1'?)4—2]92—1-1—3]92.

Hence, po = —1/3, which gives p; = —1/3. Evaluating the gradient at the optimal
point of the quadratic program gives

(-2

so that A = 1/3. Consequently, we obtain
1
L (2 752 7 yo_ b
1 —1 3

4. (See the course material.)

WK Wt

5.  (a) Problem (NLP) has the form which we use in the course. The objective func-
tion is convex and the constraint functions of the inequality constraints are
concave. Hence, (NLP) is a convex problem.

(b) We see by inspection that #5 = 0 and 2% = /e with both constraints active.
The Lagrangian function for (N LP) is given by
Lz, \)=—23—(1+e— (1 —1)% =23\ — (1 +e— (z1 +1)% — 23) )\,
so that
2 — 1A 2 1A
V. L(r ) = (z1 — DA +2(z1 + 1)A2 ‘
—1 4 2291 + 2199
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Evaluation at 2™ gives
—2X1 + 2
Vo L(*, ) = ( P ) .

—14+2\/eA +2\/eXo

The Lagrange multiplier vector X* is given by V,£(2*, \*) =0, i.e.,

—2X5 +2X5 (0
—142yeN 26X ) \o)°

For € > 0, the unique solution is given by Xi = A5 = 1/(4./¢). Consequently,

0 1
;U*:< ) Xo= | el
Ve e

We see that

<o) ()

when € — 0.
The Jacobian of the constraints is given by

([ Va@)T\ =20 —1) —2x
A(DU) B ( Vgg(a?)T ) - ( —2(%1 + 1) —2x9 ) 7
so that

The rows of A(2*) are linearly independent for any ¢ > 0 but they become
closer and closer to linearly dependent as ¢ — 0 so that for ¢ = 0 they are
linearly dependent.

This is reflected in the Lagrange multipliers becoming larger and larger as e — 0
so that for € = 0 they do not exist.



