SYSTEMTEORI - OVNING 4: REALIZATION THEORY

1. SHORT REVIEW OF REALIZATION THEORY

We have seen that a linear system described by system matrices (A, B, C, D)
defines an input-output mapping through the transfer matrix R(s):

(1.1) Y(s) = R(s)U(s), R(s):=C(s[—A)"'B+D,

where U(s) and Y (s) are the Laplace transforms of the input and output vectors.
In section 5.1 of the compendium, it is proved that the transfer function R(s) is a
matrix of proper rational functions. It is strictly proper if D = 0.

In general, the transfer function is a useful and compact way of describing a
linear system. Besides, there are quite standard and efficient ways of estimating
transfer functions from input-output data.

However, in many situations, it is more convenient to have state space repre-
sentations, instead of transfer function representations. Therefore, the problem we
want to attack is the following.

Realization problem: Given a transfer matrix R(s), determine a state space
representation (A4, B, C, D) such that:

R(s)=C(sI — A)"'B+D
Every state space representation (A, B,C, D) that satisfies such problem is called
a realization of R(s).

It can be proved that there are infinitely many matrices (A, B, C, D) that are
realizations of the same transfer function R(s). Two important ones are the stan-
dard reachable realization, and the standard observable realization, see Theorem
5.1.5 in the compendium. Suppose R(s) is a m x k strictly proper transfer matrix,
and let x(s) be the least common denominator of the elements of R(s):

(1.2) x(8)=8"+as" - +a,.
Define the m x k matrices INV; as:

(1.3) x(s)R(s) = Ng + Nis + Nos® 4+ - -+ N,_15" 1.

Besides, define the Markov parameters, R;, as the coefficients of the Laurent-series

of R(s):
(1.4) R(s) = Ris ' 4+ Rys 2 4+ Rgs 3 4 ---

Then, we have that:
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e The standard reachable realization:

0 I 0 0 0
0 0 I 0 0
A = : : s B o= | L]
0 0 0 I :
Iy,
—aply, —ar_1Ly —ap_ol - —arly
c = [NO Ny - Nr,l].
e The standard observable realization:
0 1 0 0
m Rl
0 0 I, 0 Ry
A = z z : o B =
0 0 0 1, R.r
*ar-[m, *ar—ljm *ar—QIm T *al-[m
C = [In 0 - 0].

In general, it is of particular interest determining minimal realizations, that is state
space representations of minimal dimension. There are different reasons why the
minimal realization problem deserves to be studied:

e In order to analyze a system, it is advantageous to have a compact descrip-
tion of it.

e Since the minimal realization is both observable and reachable (see Theorem
5.2.6 in the compendium), it is a good basis for designing an observer and
a controller.

e The minimal realization problem can be solved very elegantly using linear
algebra methods.

The methods to determine a minimal realization can be classified in two groups:

e The first method starts from a non-minimal realization, and then reduce
it, by using for example Kalman decomposition, see Theorem 5.2.1 in the
compendium.

e The second method starts from the Markov parameters, and obtain the
minimal realization by suitable transformation of the resulting Hankel ma-
trix. An example is the Ho-Kalman algorithm described in Theorem 5.3.2
of the compendium, and briefly described next.

Ho-Kalman algorithm:

Step 1: Using Markov parameters R; of R(s), construct a Hankel matrix H,:

R, Ry - R,
Ry Rs -+ Ry
R, Ry -+ Rorq

where r is the degree of the least common denominator of R(s).
Step 2: Suppose H, has rank n. Find two nonsingular matrices P and @
satisfying
I, 0
pua=[ 1 9]
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(Numerically, this step can be done by the singular value decomposition.)
Step 3: Let o(:) be the shift operator. Obtain (A, B,C') by

A = [1]0)Po(H,)Q [%"} ,
I Ry
0 Ry
B = [LIOPH, | . |=LloP| |,
0 R,
I, I,
C = [Iﬂ’hoa 7O]HT‘Q |:H:| :[R17R27"' aRT]Q |:U:| .

Then, (A4, B,C) is a minimal realization.

2. EXAMPLES

Exercise 4.1. Consider the following transfer function:
o 2s—4
3 —Ts+6

(a): Determine the standard reachable realization.
(b): Determine the standard observable realization.
(c): Determine a minimal realization.

q(s)

Note that the least common denominator of g(s) is:
x(s) = s* — Ts +6,
and thus, r = 3, a1 =0, ag = —7, a3 = 6. Consequently,
g(s)x(s) =2s —4= Nog=—4, Ny =2, N, =0.
Note also that D = 0, since g(s) is strictly proper.

(a): From the strictly proper transfer function g(s), the standard reachable
realization can be immediately obtained as

0 10 0

A = 0 01|, B = [0],
-6 7 0 1

¢ =]-420], D=0

This realization is reachable by construction. We can verify it by checking
the reachability matrix IT":

0 0 1
I'=[B,AB,A’B]=|0 1 0 |,
1 07
which is clearly of full rank. Is this realization also observable?
C -4 2 0 -4 2 0 -4 2 0
Q= CA = 0 -4 2 ~ 0o -4 2 ~ 0 -4 2
CA? —12 14 —4 0o 8 —4 0 0 0

which is not full rank. So, this realization is not minimal.
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(b): The Markov parameters can be determined in the following way.
25 —4 2(s—2) 2

96) = 76 G616+ G-DG+3)

1 1 1 1

T T ST ags s ST =T s

1 1 1 1 .
poree B wre vl Gt L

g(8)=2(s s 24 ) (s =352 4950 — ) =257 — 45 ..
= R =0, Ry =2, R3 = —4.

Using Markov parameters, the standard observable realization is given by:

0 10 0
A = 0 01|, B = 2 |,

-6 7 0 —4
c = [100], D =0

This realization is observable by construction. Is it also reachable? No,
because from part a) we got that the McMillan degree is less than 3.
(c): Let us simplify the transfer function:

2
9= o161 3)
and let us determine the reachable canonical form:
x(8)=(s—1)(s+3)=s*+25s—-3=0a; =2,a0 = —3
and
g(s)x(s) =2 = Ny=2,N; =0

So, the reachable canonical form is:

0 1 0
o] e ]
c =1[20]" D=0

Is this realization minimal? It is reachable by construction, and so we have
only to check if it is observable:

c 20
€= { cA } = { 0 2 ]
which is clearly full rank. Therefore, this realization is minimal.

We will see that, for SISO systems, a realization is minimal if and only if there
are no pole-zero cancellation in the corresponding transfer function.

Theorem: Consider a SISO system (A, B,C). The system is completely reach-
able and observable iff there are no common roots between det(sI—A) and Cadj(sI — A)B.

Proof. The transfer function associated to the system (A4, B, C) is given by:

B 1, Cadj(sI — A)B
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Let us assume that there are no common roots between the two polynomials, and
that the system is not minimal, that is not reachable and/or not observable. But
then, there exists a system defined by (A, B,C) which has a smaller dimension,

but the same transfer function: The transfer function associated to the system
(A, B,C) is given by:

R(s) = Cadj(sI — A)B _ Cadj(sI — A)B
© o det(sI—A)  det(sI —A)

But this implies that there are common roots between det(sI — A) and Cadj(sI —
A)B, which contradicts our assumption.

Now, let us suppose that (A, B,C) is minimal, but there exist common roots
between the two polynomials. In such case the transfer function:

B 1, Cadj(sI - A)B
R(s)=C(sI — A)"'B = “dot(sT —4)

could be written as the ratio between two polynomials of smaller degrees:

p(s)

R(s) = —=

(s) a(s)
with degree of d(s) < degree det(sI — A). But then we could find a realization of
R(s) of the same degree of d(s), and so of smaller dimension of the original one.
But this contradicts our assumption that (A, B, C') is minimal. Q.E.D.

Remark: In the scalar case, the standard reachable realization and the standard
observable realization are also minimal if all the common roots between the numer-
ator and the denominator of the transfer function R(s) have been removed before
realization. Unfortunately, in the MIMO case, the situation is more complicated
and in order to obtain a minimal realization, the Kalman decomposition or Ho’s
algorithm have to be used.

Exercise 4.6 (modified). Consider the transfer matrix
1 s+3
R(S) — sj—ll s—fl
G+D(s+2)  s+2

a): Determine the standard reachable form
b): Is the standard reachable form minimal?
c): Determine the standard observable form
d): Is the standard observable form minimal?
e): Determine the McMillan degree

f): Determine a minimal realization

Note that the transfer matrix is not strictly proper. We can rewrite it in the
following way:

o 2 0 1 -
Ris)=| =5 ]+[O O]zR(S)+R(oo)
(s+1)(s+2) s+2

Then, let us determine the least common denominator of R(s)

X(8)=(s+1)(s+2) =5 +35+2 =r=20a =3a;=2
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The Markov parameters, R;, can be determined by:

R
Ry

Ry
Ry

54151 =5t -5 24534
= 2Ry

m =15t —s24+.)(s7 =252+ ..)=—s24+3s3 - Ts 4 .
= lerz =51 2572 44573 + ..

and so we have that:

R(s)

12] 0 [ -1 2] e [l 2] s [ -1 2]
0 1]° -1 -2 |° 3 4]° -7 -8 |7 T

= R1S_1 + R28_2 + R38_3 + R48_4 =+ ...

Besides, we have that:

oo = [ 3]s+ 2 1] = ds e

a): The standard reachable form is given by:

0 0 1 0 0 0

0o 0 0 1 0 0
A= 120 30| %7 10
0 -2 0 -3 0 1

2 41 2 0 1

¢ = {—1101} b="1o009

b): Let us determine the McMillan degree of the system which is defined as
the rank of the Hankel matrix Ho:

1 2 -1 =2 1 2 -1 -2
H_[Rl Rz]_ 0 1 -1 -2] |01 -1 =2
271 Ry Ry | | -1 -2 1 2 00 0 0
-1 -2 3 4 00 2 2

Therefore, the McMillan degree is 3, and the previous realization is not
minimal.
c): The standard observable form is given by:

0 0 1 0 12
0 0 0 1 0 1

A=120 30| 8= |0 2

0 -2 0 -3 -1 -2
1000 0 1

¢ = [0100] D‘[oo]

d): The standard observable form is not minimal since it has dimension 4,
while the McMillan degree is 3.

e): The McMillan degree is 3.

f): To determine a minimal realization we can use Ho-Kalman’s algorithm,
Theorem 5.3.2 in the compendium. First of all, let us determine the ma-
trices P and @ such that:

o= 2]
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7

Note that P and @ are full rank matrices which perform elementary row
and column operations. So, we can determine them with the following 2

steps:
Step 1): Determine P so that:
1 2 -1 =2 1 2 -1 -2
0 1 -1 -2 01 -1 -2
PH2=P\ 4 5 1 2| |00 1 1
-1 -2 3 4 0 0 O 0
So, P is given by:
1 0 0 0
0 1 .0 O
P=1142 0 0 1/
1 01 0
Step 2): Determine the matrix @ so that:
1 2 -1 =2 1 0 0 O
01 -1 =2 01 00
PH:Q=10 0 1 1|9 {001 0
00 0 O 0 00O
So, Q is given by:
1 -2 -1 -1
0 1 1 1
Q= 0 0 1 -1
0 0 0 1

Finally, we have all the matrices we need to apply Ho-Kalman’s theorem:

[InO]Pa(Hg)Q{ 15 } _

- 1 00 0 -1 -2 1 2 1
_(1)(1)88 0 10 0 -1 -2 3 4 0
_0010 1/2 0 0 1/2 1 2 -1 =2 0
L 1 01 0 3 4 -7 -8 0
[—1 0 0 ]
1 -1 -3

Ry ]
B_[InO}P{RQ]_

10 0 0 1 00 0 1 2
_lo1 00 0 10 0 0o 1 | _
_0010 1/2 0 0 1/2 -1 =2 |

L 1 01 0 -1 =2

(1 2
= 0 1

[ 00

-2 -1 -1 1
1 1 1 0
0 1 -1 0
0 0 1 0

OO = O

o= OO
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I,
¢ - i’ ]-
1 -2 -1 -1 1 00
12 -1 —27]0 1 1 1 01 0] _
o 01 -1 -2 0 O 1 -1 00 1|
0 O 0 1 0 0 O
_ 1 00
h 010
Therefore we have that the following system:
-1 0 0 1 2
T = -1 0 2 z+ | 0 1 |u
1 -1 -3 0 0
_[roo], [0 1],
Y= lo 1o 00

is a minimal realization of the transfer matrix R(s).

Exercise 4.14. Let R(s) be a strictly proper transfer matrix of dimension m x k.

a): Assume that m = 1, and that R has a representation:

R(s)=Y_ - fA

i=1

where all h-vectors are nonzero, and \; # Ajfor i # j. Determine a minimal
realization of R(s).
b): Let m be arbitrary, and assume that R has a representation:

Rs) =Y

i=1 v

where rank H; = r;, and A\; # Ajfor ¢ # j. Show that there is a realization
of R of dimension r =7y + 79 + -+ 4+ 1.

Hint: If A is a linear mapping A : R¥ — R™ with rank r, then A can be
factorized as:

A=CB:RF B R & rm

a): Since R(s) is strictly proper we can write it as:
R(s)=C(sI — A)~'B

R(s) is composed of simple terms like (s — A;) ™!, so we can take A of the
following form:

A1 (S_)‘l)_l

A 55— X)L
A= ? ) = (sI—A)_1 = ( 2)

Ap (s — )‘p)_l
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Next, we have to find B € RP** and C € R'*P. We have that:

(s—A1)7! b11
C(sI—A)™'B = [c .. ¢ ] :
(s =) bp1
bi1 bik
bp1 bpk
So, the element (1,7) is:
P
B c
Ry ; = (from definition) = Y — (f b = L
1,; = (from definition) ;3_/\1‘ (from above) ;3_/\1 j

Hence, we must choose B and C' so that:
Cibij = hyj
For instance, we can take ¢; = 1, and b;; = hy;
Note that dim A = p which is also the degree of the least common de-
nominator of R(s). But this is also a lower bound for the McMillan degree

of the system. Therefore, the realization is minimal.
b): Let us take inspiration from part a), and consider:

)\1]“ (8 — )\1)71.[7«1
A= = (sI-A)"! = .
Aplrp (S — )\p)illrp
By exploiting the hint, let us also consider the following factorization:
H;, = CYZ.BZ7 Cz € Rme?Bi S R”Xk
Then, we have that:

" H, ", 0B
R(s) = Zs—/\i:;s—)\i

1=1
(s = A1), B,
= [C1 .. G :
(s —Ap) ', B,
Therefore, the following;:
A1y, By
A = , B = :
Aplr, B,
c=1[0¢ .Gl

is a realization of R(s) of dimension r =1y +rgo + -+ + 7.



