Overview of Discrete Time Optimal Control Methods
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Dverview of discrete optimal control methods

Odel predICtlve control (M PC) * Feeqt_)ack SO'UFiF’” + Exists efficient algorithms + Feedback solution
+ g“ﬁ'c'?m condition + Controls transient responsg  + Sufficient condition
. . . .. + Controls transient response| | + State and control constraifs + Regulation + (transient
Dnline optimization vs explicit M PC + State and control constraint| — Open loop control response)
- Can be expensive to compufg ~ Necessary condition - gg{é tgo%%?pgil:]ttg hard to
dbta bl|lty of MPC - No regulation ~ Noregulation handle
MPC
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Model Predictive Control The Algorithm
Ty
- Process
1. Measure xy, := ;.
. * * * * H
2. Determine U} = (ut‘t,utﬂ‘t, o 7ut+N71|t) by solving
Uy N-1 Titkt1it = f(xt+k|t7 ut+k\t)>
Optlmlzatlon ~ min E fo(xt+k‘t7ut+k|t) SUb_J. to xt+k|t (= :}(_7 Ut—}—k‘t I~ U
k=0
Ty = Ty

he idea behind MPC is to use an optimization algorithm as
ontroller. 3. Apply uy = uy,

he optimization is done based on predicted state variables. 4. Lett:=1+1andgotol

he prediction is done based on a model which is the reason for the Tyt = f(Teqnjes Uerrpe) is the predicted state given xy,.

erm “model predictive control”
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Properties of MPC
Feedback solution
Can handle state constraints and control constraints
May consider mixed continuous/discrete variables (Hybrid control)

Stability and feasibility cannot be guaranteed in general. However,
MPC gives closed loop stability under certain reasonable
assumptions.

Computional complexity may be severe in general. However, MPC is
tractable in many applications.

— Power systems and power electronics

— Process control

— Active suspension
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Online Optimization Versus Explicit MPC

Dnline optimization: Solve on-line in run-time the optimization
ing, J (e, Uy), where

Up =(wst, Uesaft, - - - Uy N—1J¢)

N-1
S (e, Up) = Z Jo(@ernie, trsne)
k=0

. Titk+1[t = f($t+k|t, Ut+k|t)7
subj. to

Tipple € X, U € U
ind explicit solution

U = (10, z4t), -« s (N = 1,2y n1ye)) = argming, J (241, Uy)

nd use uf, = p(2ye) = p(0, zy) as state feedback function.
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The explicit solution is possible to compute in case of
1. Linear cost, linear dynamics, and linear constraints.

2. Quadratic cost, linear dynamics, and linear constraints (harder)

The optimal solution is a piecewise linear map or look-up table.

8 MPC



Two Tractable Cases

inear dynamics and quadratic cost

N-1
- T T
min E T QTt ke + Up g Uk
k=0
. Toyrrit = ATopre + BUgyrp,
subj. to

Teppt € X, Upypye € U

here @ >0, R>0,X={2:-1<C2x <1}, U={a<u<pl}
e Solved using quadratic programming
— ETH slides (Lofberg et. al.)
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2. Linear dynamics and linear cost

N—-1

min Z |Q@eiriellp + | Rttrsriellp
k=0
subj. to

Tiprie € X, Uy € U

T
where p=1orp=o00,ie. ify= [yl Yo yn] then

(@) Nyl = 2r=1 uxl
(b) llylleo = maxu=1, _n Yxl
e Solution can be obtained using linear programming
— ETH slides (Lofberg et. al.)

10 MPC

Basic Stability Result

Uy = {Uﬂt, U1ty - - - >ut+N71\ti|
N—1 Litk+1lt = f($t+k|t, ut+k|t):
t, Up) = Z f0($t+k|taut+k\t) subj. to Tipkle € X, U € U
w0 TNt = 0
the MPC algorithm can be formulated as
easure Ty 1= Ty.
et U = [u;;lt,u;;rl't, . ,u;‘+N_1|t] = ming, J(x4, Up)

Apply u; := u;t

ett:=t+1and go to 1.
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Theorem 1. Suppose

(7) fo(0,0) = 0 and there exists € > 0 such that
folw,u) = e(l|=[|* + fJul®)
(¢1) f(0,0)=0
(iit) 0 e X and0 €U
(2v) ming, J(xoj0,Us) < oo (initial feasibility)

then the MPC algorithm on the previous slide gives a feasible and
convergent closed loop trajectory (stability) (x;,u;) — (0,0) as t — oo

e For a proof see the MPC slides (Lofberg et. al.).

e For an example see the hand-out on MPC problems.
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Example

ose

1

_ T 2
Lt|t, Up) = E xt+k\tht+k’\t + Uit
k=0

Toyhrie = AT + Bugyrgs
subject to ¢ —1 < Cayyy <1, k=0,1
Tipop =0, =1 < g <1, k=0,1

rmine the stability region.

Stability Region

In a separate handout we show that the stability region is

XOZ{I’—1§$1+$2§1,—1§—2$2—$1§2}
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