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1.

Without Heathcliff, for the receptionist pr = Ar/pur = 1/10 we get

_Lr_ 1 »rr
AR Ar1l—pr

Wg =1/9

and for Frasse pp = Ap/pup = 1/1.2 we get

_L_ 1 pr
WF_)\_Apl—pF_

The average passing time through the system is then W; =5+ 1/9.

With Heathcliff, for the receptionist we get the same. For Heathcliff py = (1 —p)/2,
and
Ly 1 pg 1 (A-p/2 _ 1

A Agl—pm Apl—-(1-p)/2 1+p
and for Frasse we have now Ap = (p+1/2(1 —p)) -1 = (14+p)/2. pr = A\p/ur =
(14 p)/2.4 we get

Wy

L 1 2
AR Arl—pp 14—p

The average passing time through the system is then Wa(p) = 1/9+ (1 — p)Wpy +
(1—=p)/2+pWp =1/9+(1—-p)/(1+p)+ (1+p)/(1.4—p). The minimum is
achieved for p = 2.4v/30 — 13 where the derivative is equal to 0.

The probability that the M|M|1 system is empty is Py =1 — p.
Without Heathcliff, using independence, we get (1 —1/10)(1 —1/1.2) = 0.15.

With Heathcliff, using independence, we get (1—1/10)(1—(1—p)/2)(1—(1+p)/2.4 =
9/40(1 — p?).

The savings per hour for the company is (W1 — Wa(p))A-100 =5—(1—p)/(1+p) —
(1+p)/(1.4 —p) = 334 dollars . So employing Heathcliff would save them money.
(Unless the company is paying a salary that is above the value their personel is
generating)

Define the variables.
Let s, = number of laps skied with current skis as lap number n is initiated.

Let the decision x,, = 1 if the skies are changed before starting lap n, and the decision
xy, = 0 if the skies are not changed before starting lap n.
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Let V,,(s,,) =optimal time to goal if at start of lap n with s, laps skied with current
skies.

Let V,(sn,z) =optimal time to goal if at start of lap n with s, laps skied with
current skies, and decision x is taken about the ski-change before lap n.

Then

Va(s) = H«%li)nl} Va(s,x) =min{25+1/2+ V,41(1),25+ s/3 + Vp1(s + 1)}
x€0,
If the skier does no change skis the lap time increases with 1/3 minute for each lap
skied with the current skies. If the skier changes skis the lap time increases with 1/2
minute for the actual change.

Where we also used that s,+1 = s, +1 if the skier does not change skis, and s,+1 =1
if the skier changes skies before going out for lap n.

We have that Vs(s) = 0. Then

25+ 3 ifs>2

%(5)2min{25—|—1/2,25+5/3}:{ 9545 ifs<1
3 —

We use here that s > 1 for n > 2.

Vi(s) =min{25+1/2 + V5(1),25 + 5/3 4+ V5(s+ 1)}

5
= min {25 +1/2+ 25+ 1/3,25 + /3 + 25 + 1/2} =50 + ¢

We use here that s > 1 for n > 2.
Va(s) = min {25+ 1/2 4+ V4(1),25+ s/3 + Vy(s + 1)}

o _ [+ ifs>2
—mln{25+1/2—|—50+5/6,25+5/3+50—|—5/6}—{75+g o1
We use here that s > 1 for n > 2.

Va(s) = min {25 + 1/2 + V5(1), 25 + /3 + Va(s + 1)}

10
= min {25+ 1/2 75 +7/6,25 + /3 + 75+ 8/6} = 100 +

Finally,
Vi(0) =min {25+ 1/2 + V5(1),25 4+ s/3 + Va(s + 1)},
10

= min {25 + 1/2 + 100 + 10/6,25 + 0/3 + 100 + 10/6} = 125 + .

What is the optimal strategy.

With fresh skis from the start s; = 0, no change is done for the first lap.
For the second lap, s = 1, change.

For the third lap, s3 = 1, no change.

For the fourth lap, s4 = 2, change.

For the fifth lap, s5 = 1, no change.

There is an alternative solution which is equally good, if for the second lap there is
no change and then change, no change and change.
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3. Let d; denote the number of training resources that are assigned to athlete ¢, i =
1,2,3,4..

Define functions f and g that we want to minimize, with the right properties. Maxi-
mizing performance is the same as minimizing the total finish time. Let f(dy,d2, ds3,dy4) =
[(d — 10d; + 30) + (d3 — 11da + 36) + (dj — 12d3 + 44) + (df — 13d4 + 50)] and g(d1, da, d3,ds) =
Zle d;. Clearly g is a separable function, increasing and integer-convex.

The continuous version of function f has a gradient V f = (2d; — 10,2dy — 11, 2d3 —
12,2d4—13) which has negative elements for d; less than 8, which makes the function
decreasing. Furthermore, f is seperable, f = fi(d1) + fa(d2) + f3(d3) + fa(ds), and
the functions f; are quadratic functions which are convex, since the Hessian is 2
times the identity matrix.

(Note that Afi(z) # fl(x))

—Af || AR A | A | -Afa |

di=1 9 10 11 12
di =2 7 8 9 10
di=3 5 6 7 8
di =4 3 4 ) 6

Since the values are decreasing in each column the function f is integer-convex for
the tabulated values.

Note that Ag; = 1 for all 4.
We can then apply the Marginal Allocation algorithm.

Note that the quotients —Af;(d)/Ag;(d) = Af;(d;) are given in the table above.
The efficient allocations are therefore,
S(O) == (51 == 0,82 == 0,83 == 0,84 == 0), f(s 0 ) = 160, g\s O)) =
SW = (s1=0,50=0,53=0,84=1), f
S() (8120,8220,5321,84:1),f
SG) = (s1=0,50 = 1,83 =1,85 = 1), f (s
S() (8120,82:1,53:1,84:2),f
SO =(s1=1,80=1,83=1,55 = 2),f(s
SO = ( ). f

For s®) there is a an alternative solution with s = 0 and s4 = 2.
For s there is a an alternative solution with s; = 0 and s3 = 2.

4. (a) Let D be the stochastic variabel denoting the demand, and let B denote the
number of tickets that Frasse orders.

The profit of Frasse will be
100 min(D, B) + 10 max(B — D,0) — 608
and the expected profit is then

100E[D — (D — B)*] + 10E[(B — D)"] — 60B.
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Expected cost (disregarding 100E[D] which does not depend on B) is
C(B) = 100E(D — B)"] — 10E[(B — D)"] + 60B.
Identifying ¢ = 60, p = 100, h = —10, then
p—c 100—60 4

p+h 100—10 9

The cumulative distribution function for D is Fp(t) = P(D <t) = (t — 39)/61
We should find the smallest B* such that Fp(B*) > 4/9, which gives B* = 67.
This a deterministic periodic review model, with a small modification. If we

order more than 4 cars, the ordering cost goes up

We still have '
C; =min{CY}i < j < N}
J

where
C’i(j) =Cjp1+ K- N+ h(rign +2ripo + -+ (4 — i)ry),

K =5, h=1and N = ceiling {(r; + rit1 + riq2 +--- + 1) /4}.
When

oM =5

then ‘

Cy = minj—y Cg) = min{Cf)} =5

When

C¥P =5+4+5=10

oV =5+2=17

then

Cs = minj_34 CY) = min{C{®, c{V} =7

When

CP =5+7=12

¥ =5+1(1)+5=11

eV =10+1(1+2-2) =15

then

Cy =minj_y.., C¥) = min{CS?, P, ¢y =11

When

cV=5+11=16

C® =10+ 1(3)+7=20

C® =104+1(3+2-1)+5=20

CH =15+1(3+2-14+3-2) =26

then ‘

01 = minj:L...A C{]) = min{Cg), CF), C§3), CYQ} =16

So the optimal strategy is: First week order 3, second week order 4 third week
order 0, fourth week order 2. Total cost is then 16.000 dollars.
A counter-example showing that it is not always optimal to order only when
inventory level is zero.
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Let di =5 and dy = 5.

Then ordering 10 the first day costs 15+ 1 -5 = 20. Ordering 5 the first day
and 5 the second day costs 10 4+ 10 = 20. These are the only two alternatives
for ordering when the inventory is at zero.

Ordering 6 the first day and 4 the second day costs 10+ 1-1+4 5 = 16 and is
less expensive than the above alternative.

5.  We need to keep track of if the sale went better or worse than expected last year.
Let the state be

o — 1 if the sale went better than expected the year before year k
71 0 if the sale went worse than expected the year before year k

Define the decisions

A 1 if Frasse decides to use a high starting price year k
71 0 if Frasse decides to use a low starting price year k

The transition probabilities are
pij(z) = the probability of jumping from state i to j if we make decision x.

Pe=1=|08 03 |

rio=0=[ 04 %]

Let the costs be the happiness and maximize instead of minimize.

Let ¢;;(xz) = expected cost incurred when the state is in state ¢ decision x is made
and the system evolves to state j.

Q<x=0>=[1{2 H

Q<x:1)z[1}2 g}

Then the expected “cost” of making decision x, at state s, is Cs, z, = Z?:o Qsp.iPsr.j (Tk)-

Coo = 00(0)poo(0) + qo1(0)po1(0) = 4/5

Co1 = qoo(1)poo(1) + qo1(1)po1(1) = 7/5

C1o0 = q10(0)p10(1) + ¢11(0)p11(0) = 9/5

C11 = qo(1)p10(1) + q11(1)p11(1) = 7/4
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Starting policy:
If s, = 0, make decision x; = 1.
If s = 1, make decision x; = 1.

Use the policy iteration algorithm. Let v; = 0, then the value determination equa-
tions
g+wvo="7/5+0.4v9 + 0.6v;

g+wv =7/4+0.2v9 + 0.8v1
gives g = 14/9, vo = —7/18 and v; = 0.

To find out if it is optimal we do one step of the policy iteration.

For:=0
]?i&llg{COk + (poo(k)vo + po1(k)v1)} =
= max{Coo + (poo(0)vo + po1(0)v1), Co1 + (poo(1)vo + po1(L)v1)}
= max{4/5+ 0.4 % (—7/18),8/54+ 0.6 % (—7/18)} = 1.37 for k = 1.
0.64 1.37
Fori=1

Ig%nl{Clk + (pro(k)vo + pr1(k)v1)} =

= max{C1o + (p10(0)vo + p11(0)v1), C11 + (pro(1)vo + p11(1)v1)}

= max{9/5 + 0.2 % (—7/18),7/4 + 0.5 % (=7/18),} = 1.72 for k = 0.

1.72 1.56

The starting policy is not optimal, it is better to use a low starting price if the past
year gave a higher than expected income.



