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Example 1. Consider a model predictive control problem where at each time
instance the following optimization problem is solved: ming, J(z, Uy) where

1
T 2
J(xye, Uy) = E T @Teklt + Uy
k=0

Topky1)e = ATpyre + Bugyrp
subject to § =1 < Capppy <1, £ =0,1
Tepop =0, =1 < <1, k=0,1
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Determine the set of initial conditions for which the closed loop system is stable.
Solution: We use the stability result on MPC in the handout from ETH (Lofberg
et. al.). We notice that

1. fo(z,u) = 27 Qx+u? is a strictly positive definite function since f,(0,0) = 0
and

folz,u) > (2] +u?).
since ) = 1.
2. f(z,u) = Az + Bu satisfies f(0,0) = 0.
3. The state constraint set X = {z : —1 < Cz < 1} contains the origin.
4. The control constraint set U = {u : —1 < u < 1} contains the origin.

5. The terminal control constraint is x4 yo = 0.
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Under these conditions it follows that the region of stability is X feas = {2 :
ming, J(z,U;) < oo. If the initial condition belongs to X eqs then the MPC
algorithm converges to zero. X feqs is the set of states for which the constraints
of the optimization problem is satisfied, i.e.

-1<Cx<1

—1<CAxz+CBuy <1
A%z + ABug+ Bu; =0
—1<u, <1, k=01

which is equivalent to

1< +2, <1

— 1<z +224+uy <1
1+ 279 +ug =0
Tot+ug+u =0
—1<u <1, k=0,1

We see that the second constraint is redundant. By subtracting the two equality
constraints we get

1<z +2, <1
T1+ a9 —u; =0
To+ug+u; =0
—1<u, <1, k=01

The first equality constraint is implied by the first inequality constraint since
—1 <wu; < 1. It follows that

XO,feas = {J: =1 < + 29 < 17 -2< Tg < 2}

In the the next problem we derive an explicit MPC in the case of a linear cost
function over the shortest possible prediction horizon, i.e. N = 1.

Example 2. Consider a model predictive control problem where at each time
instance the following optimization problem is solved: ming, J (xt|t, U;) where

Ty = Axyy + Buyy
J (@, Up) =|uy| subject to § —1 < Cayqqe < 1,
—-1< Uge < 1,



where

=p el
C=[1 1]

Derive the explicit MPC controller.
Solution: The optimization problem becomes

—1 < CA.Tﬂt + CBut\t < 1

J*(t,r) =min |uy| subject to
(t,x) | t|t| J {_1§ut|t§1

- . —1 < Fayy +uye <1
min |ug| subject to
-1< Ut|t <1
where F' = [1 2}. We see that the optimal feedback control is

1—Fl’t\t7 1§F$t|t§2
uat = O, —1 S F17t\t S 1
—1—F$t|t> —2§Fift\t§ -1

the problem is infeasible if |Fay,| > 2



