
     

ON THE PARTIAL STOCHASTIC REALIZATION PROBLEM*

CHRISTOPHER I. BYRNES† AND ANDERS LINDQUIST‡

Abstract. In this paper we describe a complete parameterization of the solutions
to the partial stochastic realization problem in terms of a nonstandard matrix Ric-
cati equation. Our analysis of this Covariance Extension Equation is based on a
recent complete parameterization of all strictly positive real solutions to the rational
covariance extension problem, answering a conjecture due to Georgiou in the affir-
mative. We also compute the dimension of partial stochastic realizations in terms
of the rank of the unique positive semi-definite solution to the Covariance Exten-
sion Equation, yielding some insights into the structure of solutions to the minimal
partial stochastic realization problem. By combining this parameterization with
some of the classical approaches in partial realization theory, we are able to derive
new existence and robustness results concerning the degrees of minimal stochastic
partial realizations. As a corollary to these results, we note that, in sharp contrast
with the deterministic case, there is no generic value of the degree of a minimal
stochastic realization of partial covariance sequences of fixed length.

1. Introduction

In signal processing and speech processing, a signal is often modeled as a stationary
random sequence which is the output of a linear stochastic system obtained by passing
white noise through a filter with a stable transfer function and letting the system
come to a statistical steady state. For example, artificial speech is synthesized by
a combination of two kinds of models. Voiced sounds can be produced by passing
periodic signals through a deterministic filter while unvoiced sounds are produced by
passing white noise through a shaping filter, so that on a sufficiently small interval
of time the unvoiced speech pattern can be regarded as a realization of a stationary
random sequence. Of course, in practice only a finite string of observed data is
typically available for speech synthesis (as well as for any application), in which case
only a finite covariance sequence can be produced.

The need to construct stochastic models from a finite window of correlation coef-
ficients has led to the study of several problems involving the description of classes
of stationary linear stochastic systems having outputs which match a given partial
covariance sequence. One of these is the partial stochastic realization problem, which
consists of describing all such stochastic systems having the smallest possible degree,
which we refer to as the positive degree of the partial covariance sequence. Kalman
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motivated the study of the partial stochastic realization problem by describing mini-
mal realizations as being the simplest class of models capable of describing the given
data. Alternatively, the maximum entropy filter may be interpreted as maximizing
some measure of the “entropy” of the covariance window and, in this way, assumes
as little as possible about the completion of the correlation sequence. The maximum
entropy filter may, or may not, be minimal, but it always has degree equal to the
length, n, of the covariance window.

More generally, the problem of characterizing all stationary linear stochastic sys-
tems, of degree at most n, having outputs which match a given partial covariance
sequence is known as the rational covariance extension problem. For example, the
maximal entropy solution may be characterized as the unique solution for which
there are no finite zeros of the corresponding spectral density. Since the spectral
zeros have intrinsic importance in speech synthesis and since the additional memory
required by a nonminimal, nth order filter is both relatively cheap and available, the
conjecture of Georgiou that all solutions to the rational covariance extension problem
can be parameterized in terms of the partial covariance data and a choice of spectral
zeros provide an attractive complement to the problem of minimal partial stochastic
realization. Using the recent verification of this conjecture [10] and an integration of
the various classical approaches to the partial realization problem, in this paper we
prove several new results about the basic problem of parameterizing rational models
for partial covariance data.

In Section 2, we describe the basic problems more explicitly and introduce a Riccati-
type equation, called the Covariance Extension Equation, which is formulated in terms
of the partial covariance data and a choice of desired modeling-filter zeros. This is
a nonstandard Riccati equation the positive semidefinite solutions of which would
parameterize the solution set of the rational covariance extension problem in terms
of the partial covariance sequence and the zeros of the desired modeling filter. Our
first main result, Theorem 2.1, asserts that there always exists a unique positive semi-
definite solution. Moreover, the rank of this solution is precisely the degree of the
corresponding shaping filter, giving refined bounds for the minimal partial realization
problem.

The minimal partial stochastic realization problem has three facets. It is of course
related, but not equivalent, to the usual classical minimal stochastic realization prob-
lem in which complete covariance data is given. The minimal partial stochastic real-
ization problem is also related to the partial deterministic realization problem, which
consists of describing all minimal, finite dimensional deterministic systems having
Hankel parameters which match a given partial covariance sequence. The minimal
degree of an interpolating deterministic system is sometimes referred to as the alge-
braic degree of the partial covariance sequence. Naturally, the deterministic problem
relaxes the constraint that the transfer function be positive real. The positivity of
interpolating functions has deep historical roots as well, going back to the classical
Carathéodory extension problem, which involves the parameterization of all positive
real meromorphic functions which match, or interpolate, a partial sequence of Lau-
rent coefficients. Although each of these three problems have been completely solved
separately, the interrelationship between them is quite complicated, a fact which has
caused some confusion in the literature and in practice. For example (see [42]), under
certain conditions some popular identification procedures have been known to fail
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because the existence of a generic value for the positive degree of a partial covari-
ance sequence has been implicitly assumed, something which is true for the algebraic
degree of a sequence.

Nonetheless, by combining the theories underlying these three problems with the
parameterization of solutions to the rational covariance extension problem, we are
able to develop related existence and robustness results about minimal stochastic
partial realizations which yield some rather interesting insights into the properties of
the positive degree of a partial covariance sequence. As an example, Theorem 2.2,
asserts that, in sharp contrast to the algebraic degree of a sequence, for each integer
n∗ between 1

2
n and n there is a nonempty open subset of partial covariance sequences

with positive degree n∗.
As we have mentioned, the techniques used in this paper are an integration of tra-

ditional, and some recent, approaches to the related problems described above. In
Section 3, we briefly review the status of partial realization theory beginning with
some historical observations about rationality due to Euler and Kronecker, obser-
vations which play an important part in our constructions later in the paper. In
Appendix A, we give a brief summary of the solution to the Carathéodory extension
problem in terms of the well-known Schur parameters, determined by the partial co-
variance sequence. In addition, we describe a fast filtering algorithm which, in fact,
can be viewed as a nonlinear dynamical system which propagates the Schur parame-
ters corresponding to rational interpolants. This point of view can provide estimates
for the asymptotic behavior of those Schur parameters which correspond to rational
solutions to the Carathéodory extension problem (see, e.g., [10]) and is also quite use-
ful in our analysis of the properties of the positive degree. In Appendix B, as another
prerequisite to our analysis of the positive degree, we briefly relate the construction of
the classical resultant to that given by Kronecker in terms of determinants of Hankel
matrices. When combined with some fundamental work by Brockett on the geometry
of the partial deterministic realization problem, this is extremely useful in analyzing
when the algebraic, and sometimes the positive, degree can be lower or higher than
expected.

Section 4 is devoted to the Covariance Extension Equation, and the properties of its
solutions. Our principal result concerning the CEE concerns existence and uniqueness
of the positive semi-definite solution, similar in spirit to the classical existence and
uniqueness theorems for the Riccati equations arising in filtering and control, and the
connection of this solution to the corresponding modeling filter (2.40). The existence
of a positive semi-definite solution is, of course, of considerable independent interest
in partial stochastic realization theory.

Section 5, finally, is devoted to the question of minimality. In particular we prove
Theorem 2.2 which has several interesting consequences. First, it implies that the
positive degree of a partial covariance sequence has no generic value. Moreover, there
is an open set of partial correlation sequences for which the minimal, positive degree
is n and for which, therefore, the minimal stochastic partial realization problem and
the rational covariance extension problem are equivalent. For such sequences, then,
the minimal partial stochastic realizations are parameterized by the set of Schur
polynomials, i.e., by the desired zeros of the corresponding minimum phase spectral
factor. Finally, the general result allows one to recast the general partial stochastic
realization problem into the problem of computing the positive degree and the problem
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of characterizing the structure of the set of spectral zeros which yield a minimal degree
realization.

2. Main Results

In signal processing and speech processing [22, 33, 17, 13, 44, 32], a signal is often
modeled as a stationary random sequence {y(t)}t∈Z which is the output of a linear
stochastic system {

x(t+ 1) = Ax(t) +Bu(t)

y(t) = Cx(t) +Du(t)
(2.1)

obtained by passing (normalized) white noise {u(t)}t∈Z through a filter

white noise
u−→ w(z)

y−→

with a stable transfer function

w(z) = C(zI − A)−1B +D (2.2)

and letting the system come to a statistical steady state. Here stability amounts to
the matrix A having all its eigenvalues strictly inside the unit circle.

Consequently, the stationary stochastic process {y(t)}t∈Z is given by the convolution

y(t) =
t∑

k=−∞
wt−ku(k) t = 0, 1, 2, . . . , (2.3)

where w0 = D and wk = CAk−1B for k = 1, 2, 3, . . . , and where

w(z) = w0 + w1z
−1 + w2z

−2 + w3z
−3 + . . . . (2.4)

The process {y(t)}t∈Z has a rational spectral density

Φ(z) = w(z)w(z−1), (2.5)

which we assume to be positive on the unit circle. In other words, w(z) is a stable
spectral factor of Φ which we shall take to be minimum-phase, i.e., the rational
function w(z) has all its poles and zeros in the open unit disc and w0 = w(∞) 	= 0.
In systems-theoretical language we say that y is the output of a shaping filter driven
by a white noise input, with the transfer function w.

It is well-known that the spectral density Φ has the Fourier representation

Φ(z) = c0 +
∞∑
i=1

ci(z
i + z−i), (2.6)

where

c0, c1, c2, c3, . . . (2.7)

is the covariance sequence defined as

ck = E{y(t+ k)y(t)} k = 0, 1, 2, 3, . . . . (2.8)
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Such a covariance sequence has the property that the infinite Toeplitz matrix

T∞ =



c0 c1 c2 · · ·
c1 c0 c1 · · ·
c2 c1 c0 · · ·
...

...
...

. . .


 (2.9)

is positive definite. Therefore, without loss of generality we can assume that c0 = 1.
The corresponding stochastic realization problem is the inverse problem of deter-

mining the stochastic system (2.1) given the infinite covariance sequence (2.7). The
condition that Φ(z) be rational introduces a finiteness condition on the covariance
sequence (2.7). In fact, the positive real part

v(z) =
c0
2

+
∞∑
i=1

ciz
−i (2.10)

of

Φ(z) = v(z) + v(z−1) (2.11)

is rational and may be written

v(z) =
1

2

b(z)

a(z)
, (2.12)

where

a(z) = zn + a1z
n−1 + · · · + an (2.13)

and

b(z) = zn + b1z
n−1 + · · · + bn (2.14)

are monic polynomials. The property that v(z) be strictly positive real is equivalent
to a(z) and b(z) being Schur polynomials, i.e., having all its roots in the open unit
disc, and satisfying

a(z)b(z−1) + a(z−1)b(z) > 0 (2.15)

on the unit circle. Therefore, once a(z) and b(z) are known, the unique stable
minimum-phase spectral factor of Φ, i.e., the solution

w(z) = ρ
σ(z)

a(z)
, (2.16)

of (2.5) such that ρ ∈ R+ and σ(z) is a monic Schur polynomial

σ(z) = zn + σ1z
n−1 + · · · + σn, (2.17)

may be determined via the polynomial spectral factorization problem

1

2
[a(z)b(z−1) + a(z−1)b(z)] = ρ2σ(z)σ(z−1). (2.18)

In fact, identifying coefficients of nonnegative powers in z in

2a(z)v(z) = b(z),
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we obtain 

b1
b2
...
bn


 = 2



c1
c2
...
cn


 +




1
2c1 1
...

...
2cn−1 2cn−2 . . . 1






a1

a2
...
an


 . (2.19)

Likewise identifying coefficients of negative powers in z, we have

cn+i = −
n∑

j=1

cj+i−1aj i = 1, 2, 3, . . . (2.20)

so that a := (a1, a2, . . . , an)
′ satisfies the Hankel system


c1 c2 · · · cn
c2 c3 · · · cn+1
...

...
. . .

...
cn cn+1 · · · c2n−1






a1

a2
...
an


 = −



cn+1

cn+2
...
c2n


 . (2.21)

Now, Kronecker’s Theorem implies that

n∗ := deg v(z) = rank



c1 c2 c3 . . .
c2 c3 c4 . . .
c3 c4 c5 . . .
...

...
...

. . .


 = rank



c1 c2 . . . cn∗

c2 c3 . . . cn∗+1
...

...
. . .

...
cn∗ cn∗+1 . . . c2n∗−1


 ,
(2.22)

so, taking n = n∗, (2.21) has a unique solution a which inserted into (2.19) yields
b. Consequently, the spectral factor (2.16) is completely determined by the partial
covariance sequence {c1, c2, . . . , c2n∗} or, alternatively, by {c1, c2, . . . , cn∗} and a.

As an illustration from speech synthesis, recall that artificial speech is produced by
a combination of two kinds of models, one kind for voiced sounds (such as vowels)
and one kind for unvoiced sounds (for consonants such as ”s” or ”t”), the transfer
functions of which vary on different small intervals of time. Voiced speech can be
produced by passing periodic signals through a deterministic filter, unvoiced signals
can be produced by passing white noise through a shaping filter. On a sufficiently
small interval of time, the unvoiced speech pattern can be regarded as a realization
of a stationary random sequence y with covariances

ck := E{y(t+ k)y(t)}, (2.23)

where E{·} denotes mathematical expectation, and with a spectral density

Φ(z) = c0 +
∞∑
k=1

ck(z
k + z−k). (2.24)

Given an (infinite) string of observed data

y0, y1, y2, y3, . . . (2.25)
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satisfying a certain ergodicity property, the covariance sequence (c0, c1, c2, c3, . . . ) can
be determined as

ck = lim
T→∞

1

T

T∑
t=0

yt+kyt, (2.26)

which defines a unique spectral density and hence a unique shaping filter.
However, in practice only a finite string of observed data

y0, y1, y2, . . . , yN (2.27)

is typically available for speech synthesis (as well as for most applications). If N is
sufficient large, there is a T < N such that

1

T

T∑
t=0

yt+kyt (2.28)

is a good approximation of ck, but now only a finite covariance sequence

c0, c1, c2, . . . , cn, (2.29)

where n << N , can be produced.
The need to construct stochastic models from a finite window of correlation coef-

ficients has led to the study of two fundamental, but related, problems: the partial
stochastic realization problem and the rational covariance extension problem. Both
problems begin with a partial list of correlation coefficients (2.29) with the property
that the Toeplitz matrix

Tn =



c0 c1 · · · cn
c1 c0 · · · cn−1
...

...
. . .

...
cn cn−1 · · · c0


 , (2.30)

is positive definite.
The partial stochastic realization problem involves both characterizing the minimal

degree of a stochastic realization which generates the given window (2.29), and param-
eterizing all such minimal realizations. Kalman motivated this problem by describing
a minimal realization as being the simplest model for the given data.

Another interpretation of simplicity can be given in terms of the maximum entropy
filter determined by the data (2.29). (See Section 3 for more details.) The maximum
entropy filter may be interpreted as maximizing some measure of the “entropy” of
the covariance window (2.29) and, in this way, assumes as little as possible about the
completion of the correlation sequence.

The maximum entropy filter has degree n and thus may not be minimal. Never-
theless, its construction shows that there always exist models for (2.29) having degree
less than or equal to n. Moreover, with the increased availability, and cheaper cost,
of memory since the time when the partial realization problem was originally formu-
lated, the related problem of parameterizing all positive rational extensions having
degree less than or equal to n becomes considerably more relevant. This is the rational
covariance extension problem.
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Of course, at a purely set-theoretic level, there are many ad hoc ways to parame-
terize a solution set, not all of which are so useful. For this reason, we shall formulate
these two problems more precisely. Denote by Cn the subset of Rn consisting of par-
tial covariance sequences (2.29). First, recalling that c0 has been normalized to 1,
we will suppress c0 from the partial covariance sequence c and denote by c the point
c = (c1, c2, . . . , cn) in Cn. Next, let n∗ be any integer satisfying 0 ≤ n∗ ≤ n. We define
the subset, S(n∗) of Rn as the set of those partial covariance sequences c having a
minimal stochastic realization of degree n∗. Finally, we define the subset, Σ(n∗), of
R

n as the set of those partial covariance sequences c having a minimal stochastic
realization of degree less than or equal to n∗. For example, 0 is contained in Σ(n∗),
for every n∗, but is contained in S(n∗) only for n∗ = 0.

In this notation, the partial stochastic realization problem consists of two parts:

(a) Describe S(n∗) as explicitly as possible as a subset of Rn;
(b) For c in S(n∗) parameterize those realizations of degree n∗ in terms of familiar,

or useful, system-theoretic objects.

Similarly, the basic mathematical problem underlying the rational covariance ex-
tension problem is the following.

(c) Given a c in Cn, in terms of familiar, or useful, system-theoretic objects pa-
rameterize all infinite extensions

cn+1, cn+2, cn+3, . . . (2.31)

of (2.29) such that

v(z) = c0 + c1z
−1 + c2z

−2 + c3z
−3 + . . . (2.32)

defines a function which is
(i) rational of degree at most n;
(ii) strictly positive real, i.e., analytic for |z| > 1 and satisfying the positivity

condition

v(eiθ) + v(e−iθ) > 0 for all θ ∈ [0, 2π). (2.33)

To each such extension there is a unique modeling filter, i.e., the minimum
phase spectral factor (2.16) of the spectral density (2.33).

We shall first illustrate what we mean by a parameterization in terms of “familiar,
or useful, system-theoretic objects”. Problem (c) combines two requirements, pos-
itivity and rationality. Such extension problems have a long history. Suppressing
rationality, we obtain the Carathéodory extension problem; i.e., the problem of find-
ing all positive real functions v, analytic outside the unit disc, which satisfy (2.32).
This was posed by Carathéodory and was solved by Schur in terms of an associated
sequence of parameters, equivalent to (2.29) and now known as the Schur parameters,
see Appendix A. However, the basic question of which Schur sequences correspond
to rational solutions remains open.

On the other hand, dropping the positivity condition (i), one obtains another well-
known problem, namely the partial realization problem which is presented in more
detail in Section 3. The partial realization problem without positivity has been ex-
tensively studied, and there exists explicit parameterizations of the set of rational,
but not necessarily positive real, functions which satisfy (2.32). Thus, in contrast to
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the Schur parameterization, such parameterizations guarantee that v will be rational
of degree at most n, but leaves open the rather challenging problem of characterizing
positivity in terms of the remaining parameters.

In this setting, there was a long-standing conjecture of Georgiou [22] that, for any
desired choice of spectral density zero structure, there is one and only one positive
extension, i.e., one and only one modeling filter. The existence question had already
been settled by Georgiou in [22]. In [10] we not only proved injectivity, but also that
the bijection is actually a diffeomorphism and that the problem of determining the
appropriate modeling filter is well-posed. This result was obtained by viewing a cer-
tain fast filtering algorithm as a nonlinear dynamical system defined on the space of
positive real rational functions of degree less than or equal to n. It is observed that
filtering and interpolation induce complementary, or ”dual” decompositions (or folia-
tions) of this space. From this assertion about the geometry of positive real functions
follows a result [10], which itself answers Georgiou’s conjecture in the affirmative and
provides the first complete parameterization of all positive rational extensions.

This solution to the rational covariance extension problem expresses the choice of
free parameters in familiar systems theoretic terms, viz. the numerator of the result-
ing modeling filter. While the numerator can be any Schur polynomial, the resulting
pole polynomial, which is determined by this choice of zeroes and by the interpolation
conditions, must be obtained by solving a system of nonlinear equations which gives
little a priori information about the degree of the resulting realization. As we shall
demonstrate in this paper, it turns out that these parameters can also be expressed
in terms of a new Riccati-type equation, which we shall call the Covariance Extension
Equation (CEE) [8, 9]. Thus, in the partial stochastic realization problem, the alge-
braic Riccati equation (4.19) of stochastic realization theory needs to be replaced by a
nonstandard, quadratic matrix equation of another type, containing certain indefinite
terms. Moreover, the rank of the unique positive semidefinite solution of the CEE is
the degree of the associated partial stochastic realization.

In this problem the given covariance data may also be represented in terms of the
first n coefficients obtained from the expansion

zn

zn + c1zn−1 + · · · + cn
= 1 − u1z

−1 − u2z
−2 − u3z

−3 − . . . (2.34)

about infinity, in terms of which we define

u =



u1

u2
...
un


 U =




0
u1 0
u2 u1
...

...
. . .

un−1 un−2 · · · u1 0


 . (2.35)

Next, for any Schur polynomial

σ(z) = zn + σ1z
n−1 + · · · + σn, (2.36)
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we define

σ =



σ1

σ2
...
σn


 , Γ =




−σ1 1 0 · · · 0
−σ2 0 1 · · · 0

...
...

...
. . .

...
−σn−1 0 0 · · · 1
−σn 0 0 · · · 0


 and h =




1
0
...
0


 . (2.37)

We can now formulate a nonstandard Riccati equation which, as we shall see below,
parameterizes solutions to the rational covariance extension problem in terms of the
partial covariance sequence and the auxiliary Schur polynomial σ corresponding to
desired zeros. This Covariance Extension Equation has the form:

P = Γ(P − Phh′P )Γ′ + g(P )g(P )′ (2.38)

where ′ denotes transposition and the function g : Rn×n → R
n is defined as

g(P ) = u+ Uσ + UΓPh. (2.39)

Our principal result concerning the CEE concerns existence and uniqueness of the
positive semi-definite solution, similar in spirit to the classical existence and unique-
ness theorems for the Riccati equations arising in filtering and control, and the con-
nection of this solution to the corresponding modeling filter (2.40). This, of course,
is of considerable independent interest in partial stochastic realization theory.

Theorem 2.1. Let (1, c1, · · · , cn) be a given positive partial covariance sequence. For
every Schur polynomial σ(z), there exists a unique positive semidefinite solution P
of the Covariance Extension Equation satisfying h′Ph < 1, to which in turn there
corresponds a unique modeling filter

w(z) = ρ
σ(z)

a(z)
, (2.40)

for which the denominator polynomial

a(z) = zn + a1z
n−1 + · · · + an, (2.41)

is given by

a = (I − U)(ΓPh+ σ) − u (2.42)

and ρ ∈ (0, 1] is a real number given by

ρ = (1 − h′Ph)1/2. (2.43)

All modeling filters are obtained in this way. Moreover, the degree of w(z), and hence
that of v(z), equals the rank of P .

The results stated so far relate to the parameterization aspects of these two prob-
lems, for a fixed c in Cn. While memory constraints might not make the minimality of
the degree as essential, we will now turn to problem (a) since it is also the case that
certain matrices which are ubiquitous in linear systems theory will become singular,
or that certain numerical algorithms may become ill-conditioned, when computed for
nonminimal realizations. As we shall show in Section 5, there is a sharp contrast
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between problem (a) and the corresponding problem for deterministic partial realiza-
tion theory: e.g., for n ≥ 2 there is no generic value of the minimal degree, n∗(c)
for c ∈ Cn. In fact, even S(n) has a nonempty interior. Existence results such as
these follow from the general existence results inherent in the solution of the ratio-
nal covariance extension problem, and provide for the use of geometric approach to
describing properties of the level sets of the function n∗(c).

Recall that a subset of Rn is semialgebraic provided it can be defined by a finite
number of polynomial equations, inequations, and inequalities. For example, Cn is a
semialgebraic subset of Rn, being defined by polynomial inequalities. A subset of Rn

is algebraic provided it can be defined by a finite number of polynomial equations.
Finally, a property of points in Rn is said to be generic if the set of points which enjoy
this property is nonempty, with its complement being contained in an algebraic set.

Theorem 2.2. Let n∗ be any integer satisfying 0 ≤ n∗ ≤ n. Then the subsets S(n∗) of
R

n consisting of partial covariance sequences (c1, c2, . . . , cn) having a minimal stochas-
tic realization of degree n∗ is a nonempty semialgebraic set. The subset Σ(n∗) of those
partial covariance sequences c having a minimal stochastic realization of degree less
than or equal to n∗ is also semialgebraic. Moreover, S(n∗) and Σ(n∗) have nonempty
interiors if, and only if, 1

2
n ≤ n∗ ≤ n.

Further results concerning these sets and their properties can be found in Section 5.
However, we remark that Theorem 2.2 has several interesting consequences. First, it
implies that the positive degree of a partial covariance sequence (1, c1, . . . , cn), i.e, the
minimal dimension of any partial stochastic realization of (1, c1, . . . , cn), has no generic
value. Moreover, there is an open set of partial correlation sequences for which the
positive degree is n and for which, therefore, problems (b) and (c) are equivalent. For
such sequences, then, the minimal partial stochastic realizations are parameterized by
the set of Schur polynomials. Alternatively, the minimal partial stochastic realizations
of such sequences are in one-to-one correspondence with an arbitrary choice of zeros
for the associated minimum phase spectral factor. Finally, the general result allows
one to recast the general partial stochastic realization problem into problem (a) and
the problem of characterizing the structure of the set of spectral zeros which yield a
minimal degree realization.

3. A review of partial realization theory

One approach to the partial stochastic realization problem is to suppress rationality
and to first obtain the solutions to the Carathéodory extension problem, the prob-
lem of finding all meromorphic positive real functions which interpolate the first n
Laurent coefficients. As described in Appendix A, these functions can be parame-
terized in terms of an associated sequence of Schur parameters (γ0, γ1, γ2, . . . ) which
are equivalent to the correlation coefficients. Not surprisingly, characterizing which
Schur sequences correspond to rational solutions is apparently quite difficult.

While the Schur parameters and an associated family of orthogonal polynomials,
the Szegö polynomials, are nevertheless very useful in constructing rational modeling
filters, rationality is so central to the circle of problems considered in this paper
that it is appropriate and useful to begin a review of partial realization theory with
the question: When is a proper meromorphic function v on C rational? By proper,
we mean that v takes on a finite value at infinity. In particular, by replacing v by
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f , where f(z) = v(z) − v(∞), we may assume that the meromorphic function f is
strictly proper; i. e., that f vanishes at infinity. There are no doubt several classical
approaches to determining whether such an f is rational. In this section, we will
rely on two: The method of continued fractions pioneered by Euler, and a technique
involving quadratic forms developed by Kronecker in his study of the elimination
theory of two or more polynomials [34].

In his first published work on continued fractions, Euler [19] studied the very basic
question as to whether the number e was rational, appreciating that rationality of a
real number α would be equivalent to the finiteness of the continued fraction expansion

α = n+
1

α1 +
1

α2 +
1

α3 + · · ·

(3.1)

In fact, Euler shows that for α = e one has

(α1, α2, α3, . . . ) = (1, 2, 1, 1, 4, 1, 1, 6, . . . ) (3.2)

Euler’s proof was actually based on expressing the proper meromorphic function (on
the punctured complex plane) v(z) = e1/z as a continued fraction, obtaining instead
of the constants αi a sequence of polynomial functions αi(z) which he proposes to
evaluate at z = 1. In fact, Euler computes these functions by first computing the
numerators and denominators of the partial sums of the continued fraction, for which
he finds a two-dimensional linear differential recurrence equation which is solved (as
we would today) in terms of an associated Riccati equation [19]. This remarkable
method also gives, of course, a proof that v(z) is irrational.

Following Kronecker, we begin by fashioning the infinite (Hankel) matrix

Hf =



c1 c2 c3 . . .
c2 c3 c4 . . .
c3 c4 c5 . . .
...

...
...

. . .


 (3.3)

from the Laurent series of f

f(z) = c1z
−1 + c2z

−2 + c3z
−3 + . . . . (3.4)

There are two principal points we shall need to review here about this construction.
We shall later make use of its relationship to the resultant of two polynomials, also
discovered by Kronecker, in Section 5.

Kronecker’s first, now widely-appreciated, observation was that, if f were in fact
rational, say

f(z) =
g(z)

a(z)
(3.5)

then by multiplying each side of (3.4) by a(z) one obtains a recurrence of length
deg a(z) among the Laurent coefficients of f . Therefore, the (deg a(z) + j)th column
of Hf is linearly dependent on the preceding deg a columns.
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Conversely, Kronecker’s Theorem asserts that f is rational if, and only if, rank Hf

is finite. We need to phrase this observation more carefully for an analysis of the
partial realization theorem. More precisely, then, for any infinite sequence

c1, c2, c3, . . . (3.6)

of real numbers, consider the family

Hij =



c1 c2 . . . cj
c2 c3 . . . cj+1
...

...
. . .

...
ci ci+1 . . . ci+j−1


 (3.7)

of rectangular Hankel matrices. Define the degree indices n0, n1, n2, . . . of (3.6) in
the following way. Set n0 = 0, and, for k = 1, 2, 3, . . . , let nk be the smallest integer
greater than nk−1 such that Hnk−1+1,nk

has full rank. According to Kronecker’s The-
orem, the Laurent series (3.4) defines a rational function of degree n∗ if and only if
(3.6) has a finite number of degree indices, n∗ being the largest. In this case

n∗ = rank Hf = rank



c1 c2 . . . cn∗

c2 c3 . . . cn∗+1
...

...
. . .

...
cn∗ cn∗+1 . . . c2n∗−1


 , (3.8)

and there are matrices (A,B,C) of dimensions n∗×n∗, n∗×1 and 1×n∗ respectively
such that

CAk−1B = ck for k = 1, 2, 3, . . . (3.9)

so that C(zI −A)−1B is the minimal realization of the rational function f defined by
(3.4). We call n∗ the McMillan degree or the algebraic degree of (3.6).

Next, following Kalman [30], consider the problem of finding an infinite extension
of a finite sequence

c1, c2, c3, . . . , cm (3.10)

having the smallest possible algebraic degree, i.e., such that (3.4) is a rational function
of smallest degree. This is the partial realization problem [30, 31, 48, 25], and the
infinite sequence, which may or may not be unique, is called a minimal rational
extension of (3.10). The degree indices of a finite sequence (3.10) are constructed
precisely as for an infinite one, with the exception that the process stops when there
are no more data. Clearly (3.10) has the same degree indices as any of its minimal
rational extensions.

In order to compute the minimal algebraic degree of the partial sequence (3.10),
and to parameterize those minimal partial realizations, it is convenient to turn to the
method of continued fractions for determining whether a strictly proper meromorphic
function f is rational. Just as in Euler’s treatise on the irrationality of e, in the
application of continued fractions to the partial realization problem, the equivalence
between rationality and finiteness, and the computation of the fractional partial sums
play an equally important role [31, 25]. In fact, let f0, f1, f2, . . . , fν be a sequence of
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strictly proper rational functions defined recursively in the following way. Given fk−1,
apply the Euclidean division algorithm to obtain

βk
fk−1(z)

= πk(z) + fk(z), (3.11)

where βk is a normalizing coefficient chosen so that πk(z) is a monic polynomial

πk(z) = zdk − πk1z
dk−1 − · · · − πkdk (3.12)

and fk+1(z) is the remainder in the form of a strictly proper rational function. Now,
taking f0 = f , it can be shown that fν+1 = 0 for some finite ν if and only if f is
rational. Then a simple calculation gives the following continued fraction expansion

f(z) =
β1

π1(z) −
β2

π2(z) −
β3

π3(z) − · · ·

(3.13)

with fν+1 = 0. This is the principal-part continued fraction of Magnus [43].
It was pointed out in [31] and further elaborated upon in [25] that the family of

minimal rational extensions can be parameterized via such a finite continued fraction
expansion. Indeed, the degree indices of the sequence (3.6) or, equivalently, that of
(3.4) are then given by the recursion

nk = nk−1 + dk, n0 = 0, (3.14)

and the algebraic degree of these sequences is n∗ = nν .
This suggests [25] that the class of rational functions (3.5) is parameterized by the

sequence

ρ := (ρ1, ρ2, . . . , ρm) = (s1, s2, . . . , sν , 0, . . . , 0) (3.15)

of m real numbers, where

sk = (0, . . . , 0, βk, πk1, . . . , πkdk) (3.16)

is a subsequence of 2dk parameters, the first dk−1 being all zero. We shall call sk the
k:th section of the parameter sequence ρ, and the corresponding subsequence of c is the
k:th section of c. More exactly, ρ has the form (3.15) in the case 2nν ≤ m. If 2nν > m,
the last section, sν , will not be completely filled so one or several of the parameters
πnν1, πnν2, . . . , πnνdν will be arbitrary and will not appear in the parameter sequence
ρ. Whenever 2nν < m, there are m − 2nν zeros after the last section sν , indicating
that the last m − 2nν elements in the sequence (3.10) are automatically matched.
A “generic section” has the form (βk, φk1), consisting of only two parameters. The
following is a statement of Theorem 6 in [25].

Theorem 3.1 ([25]). The function f : Rm → R
m sending the sequence (3.10) to

the parameter sequence (3.15) is a bijection. Moreover, if c, ĉ ∈ R
m, ρ = f(c) and

ρ̂ = f(ĉ), then ci = ĉi for i = 1, 2, . . . , k < m if and only if ρi = ρ̂i for i = 1, 2, . . . , k.



     

PARTIAL STOCHASTIC REALIZATION 15

The proof of this theorem relies on a particular form of the converse of the con-
tinued fraction expansion (3.11), which will also play an important role in some of
the constructions need for our main results. Namely, as shown in [25] the rational
function (3.5) can be reconstructed from β1, β2, . . . , βν and π1(z), π2(z), . . . , πν(z) via
the three-term recursion{

Pk+1(z) = πk+1(z)Pk(z) − βk+1Pk−1(z), P0 = 0, P−1 = −1,

Qk+1(z) = πk+1(z)Qk(z) − βk+1Qk−1(z), Q1 = 1, Q−1 = 0,
(3.17)

where the polynomials Pk, Qk are actually the Lanczos polynomials used in block
tridiagonalization [36]. In fact, the polynomials g(z) and a(z) are given by

g(z) = Pν(z) and a(z) = Qν(z), (3.18)

which are coprime polynomials [25].

Returning to the partial stochastic realization problem recall that, in addition to the
rationality requirement on the interpolating filter which we have just discussed, it is
also required that the rational filter be positive real. The additional difficulty imposed
by postitivity can be illustrated by comparing the algebraic and positive degrees as
c varies over the set Cn of positive sequences. For c in Cn, it is perhaps tempting to
proceed as above by taking n∗ to be the algebraic degree r of the partial covariance
sequence (2.29), i.e. the maximum rank of the Hankel matrices Hij with i+j = n+1,
which, as pointed out in [41, 42], is common in applications to identification [3, 50].
For this algebraic partial realization problem, it is well-known [5] that the algebraic
degree has the generic value of r if n = 2r, or if n = 2r − 1. This will however in
general not lead to a positive real v(z), or even a stable a(z) for that matter; cf [6].
Indeed, by Theorem 2.2, the smallest degree p that will preserve the positive realness
of v(z), the positive degree of (2.29), can be any integer between 0 and n. Moreover,
in contrast to the purely algebraic problem, for each ν = [n+1

2
], [n+1

2
] + 1, . . . , n, there

is even an open subset of the n-dimensional set of covariance data for which p = ν.
In fact, as we shall show in Section5, examples of interior points in S(n) are given
by the maximum entropy filter for partial covariance sequences satisfying ci = 0, for
i = 1, ..., n− 1 and cn 	= 0.

In general, for any c in Cn the maximum entropy filter is obtained by setting

γi = 0 for i = n, n+ 1, n+ 2, . . . .

This corresponds to taking a(z) = ϕn(z) and b(z) = ψn(z), where {ϕt(z)} and {ψt(z)}
are the Szegö polynomials of the first and second kind respectively, as defined in
Appendix A. It can be shown that

1

2

ψn(z)

ϕn(z)
=

1

2
+ c1z

−1 + c2z
−2 + · · · + cnz

−n + . . . (3.19)

and that

ϕn(z)ψn(z
−1) + ϕn(z

−1)ψn(z) = rn > 0. (3.20)

Consequently, since ϕn(z) and ψn(z) are Schur polynomials,

v(z) =
1

2

ψn(z)

ϕn(z)
(3.21)
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is strictly positive real and

v(z) + v(z−1) =
rn

ϕn(z)ϕn(z−1)
, (3.22)

yielding the modeling filter

w(z) =

√
rnz

n

ϕn(z)
. (3.23)

This is the maximum entropy solution, which in general has the property that
the corresponding spectral density (3.22) lacks finite zeros [27]. However, in many
applications, such as the speech processing example described above, zeros are desired,
and the question arises whether it is possible to assign zeros arbitrarily and still satisfy
the interpolation condition (2.24). To this end Kimura [33] and Georgiou [22] observed
that the formula (3.19) could be generalized to

v(z) =
1

2

ψn(z) + α1ψn−1(z) + · · · + αnψ0(z)

ϕn(z) + α1ϕn−1(z) + · · · + αnϕ0(z)
(3.24)

=
1

2
+ c1z

−1 + c2z
−2 + · · · + cnz

−n + . . . , (3.25)

thus expressing v(z) in terms of the 2n parameters (α, γ), where α = (α1, α2, . . . , αn)
′ ∈

R
n and γ = (γ0, γ1, . . . , γn−1)

′ ∈ R
n. In fact, it was shown in [22] and later also in

[11] that the interpolation condition in (3.24) holds for all α, and consequently the
Kimura-Georgiou parameterization (3.24) characterizes rationality but not positivity.
We denote by Pn the subset of R2n for which v(z) is strictly positive real, and let

Pn(γ) = {(α, γ) ∈ Pn | γ fixed} ⊂ R
n

be the positive real region for fixed covariance data.

Given the fact that there is an open set of partial correlation sequences c which
have the maximum positive degree, n, possible, and that memory is both available
and cheap, the Kimura-Georgiou parameterization is an attractive parameterization
of those deterministic partial realizations of degree n, which should also play an
important role in the stochastic partial realization theorem. Of course, given the
partial covariance data γ, the choice α = 0 is the maximum entropy solution, but in
general it is very complicated to characterize those other α for which v(z) is positive
real.

To illustrate our point let us give some low-dimensional examples. For n = 1 the
representation (3.24) takes the form

v(z) =
1

2

z + γ0 + α1

z − γ0 + α1

.

The strictly positive real region is the diamond depicted in Figure 3.1 below, and fixing
the partial covariance data γ0, the admissible α are the ones on the open interval in



γ

α1

1

−1

−1

α2

α1

1

1
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the figure.

Figure 3.1
Next, let us consider the case n = 2. Fixing the covariance data at γ0 = 1

2
and γ1 = 1

3
,

we obtain

v(z) =
z2 − 2

3
z + 1

3
+ α1(z + 1

2
) + α2

z2 + 1
3
z + 1

3
+ α1(z − 1

2
) + α2

,

and the region of positive real α = (α1, α2) is as depicted in Figure 3.2.

Figure 3.2

The higher-dimensional cases become much more complicated. While it is true that
Pn(γ) is always diffeomorphic to Euclidean space [7], any good solution to problem
(c) or (b) would give such a parameterization in terms of familiar system theoretic
objects. In this direction, the possibility of parameterizing those filters which are
positive real by arbitrarily prescribing the zeros of a modeling filter was suggested
earlier by Georgiou [22]. Indeed, using a very innovative application of topological
degree theory Georgiou proved that to each choice of zeros there corresponds some
modeling filter.

Recently we proved an amplification of a long-standing conjecture of Georgiou that,
for any desired choice of spectral density zero structure, there is one and only one
positive extension, i.e., one and only one modeling filter. This result was obtained
by viewing a certain fast filtering algorithm as a nonlinear dynamical system defined
on the space of positive real rational functions of degree less than or equal to n.
It is then observed that filtering and interpolation induce complementary, or ”dual”
decompositions (or foliations) of this space. From this assertion about the geometry of
positive real functions follows a result [10], which itself answers Georgiou’s conjecture
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α1
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1
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in the affirmative and provides the first complete parameterization of all positive
rational extensions.

Theorem 3.2 ([10]). Let (1, c1, · · · , cn) be a given positive partial covariance se-
quence. Then given any Schur polynomial

σ(z) = zn + σ1z
n−1 + · · · + σn

there exists a unique monic Schur polynomial a(z) of degree n and a unique ρ ∈ (0, 1]
such that

w(z) = ρ
σ(z)

a(z)

is a minimum phase spectral factor of a spectral density Φ(z) satisfying

Φ(z) = 1 +
∞∑
i=1

ĉi(z
i + z−i); ĉi = ci for i = 1, 2, . . . , n.

In particular, the solutions of the rational positive extension problem are in one-one
correspondence with self-conjugate sets of n points (counted with multiplicity) lying in
the open unit disc, i.e. with all possible zero structures of modeling filters. Moreover,
the modeling filter w(z) depends analytically on the covariance data and the choice of
zeros of the spectral density.

As an example, Figure 3.3 depicts the connected open submanifolds P2(γ) and S2,
consisting of the monic polynomials in S2, for γ = (1/2, 1/3). These sets form the
domain and codomain of the diffeomorphism, described in Theorem 3.2, sending α to
σ . Theorem 3.2 states that to any point σ in S2, there is one and only one α such
that (α, γ) ∈ P2(γ). This α defines a modeling filter w(z) having the zeros of σ(z).
Conversely, any α such that (α, γ) ∈ P2(γ) determines a Schur polynomial σ(z). We
remark that σ(z) can also be computed via the convergence of the dynamical system
(A.9) with initial condition determined by (α, γ); see Appendix A.

Figure 3.3

4. The Covariance Extension Equation

Recall that the problem under consideration is as follows. Given a partial covariance
sequence {1, c1, · · · , cn} and a monic stable polynomial σ, representing the required
zeros, find monic Schur polynomials a(z) and b(z) such that
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(i) the rational function

v(z) =
1

2

b(z)

a(z)
(4.1)

with Laurent expansion

v(z) =
1

2
+ c1z

−1 + c2z
−2 + · · · + cnz

−n + . . . (4.2)

about infinity satisfies the interpolation condition

ĉi = ci for i = 1, 2, . . . , n; (4.3)

(ii)

1

2
[a(z)b(z−1) + a(z−1)b(z)] = ρ2σ(z)σ(z−1). (4.4)

for some positive real number ρ.

We shall first relax the problem by temporarily dropping the requirement that
a(z) and b(z) both be Schur polynomials. In fact, our first result parameterizes the
set of all pairs (a(z), b(z)) of monic, not necessarily Schur, polynomials in terms of
symmetric solutions of the Covariance Extension Equation (2.38).

Theorem 4.1. There is a one-to-one correspondence between symmetric solutions P
of the Covariance Extension Equation (2.38) such that h′Ph < 1 and pairs of monic
polynomials

a(z) = zn + a1z
n−1 + · · · + an (4.5)

b(z) = zn + b1z
n−1 + · · · + bn (4.6)

satisfying the interpolation condition (4.3) and the positivity condition (4.4). Under
this correspondence

a = (I − U)(ΓPh+ σ) − u, (4.7)

b = (I + U)(ΓPh+ σ) + u, (4.8)

ρ = (1 − h′Ph)1/2. (4.9)

and P is the unique solution of the Lyapunov equation

P = JPJ ′ − 1

2
(ab′ + ba′) + ρσσ′, (4.10)

where

J =




0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
0 0 0 · · · 0


 , (4.11)

is the upward shift matrix. Moreover the following conditions are equivalent
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(i) P ≥ 0
(ii) a(z) is a Schur polynomial
(ii) b(z) is a Schur polynomial

and, if they are fulfilled,

deg v(z) = rank P. (4.12)

The proof of this theorem, as well as the first of its corollaries, will be deferred to
the end of the section. The following example of polynomial spectral factorization
illustrates Theorem 4.1.

Example 4.2. Let us consider the case

c1 = c2 = · · · = cn = 0.

Then, in view of (2.19), a = b in (4.4) so we must have v(z) = 1
2
. Consequently, (4.4)

yields

ρ−2a(z)a(z−1) = σ(z)σ(z−1). (4.13)

Moreover, u = 0 and U = 0 so the covariance extension equation (2.38) becomes

P = Γ(P − Phh′P )Γ′, (4.14)

and a and ρ are given by

a = σ + ΓPh ρ = (1 − h′Ph)1/2. (4.15)

Now, by Theorem 4.1, there is a one-one correspondence between symmetric solu-
tions P of (4.14) and polynomial spectral factors ρ−1a(z) of the pseudo-polynomial
σ(z)σ(z−1) and this correspondence is described by (4.15). The stable solution to
(4.13) corresponds to P = 0, the only positive semidefinite solution to (4.14) and in
this case (4.15) yields a = σ and ρ = 1 as expected.

As a corollary of Theorem 4.1 we have that P is also a solution to a certain algebraic
Riccati equation related to the rational function v(z), defined by (4.1). In fact, it is
elementary to check that v(z) has a minimal realization

v(z) = 1/2 + h′(zI − F )−1g, (4.16)

where F is the companion matrix

F = J − ah′ (4.17)

and

g =
1

2
(b− a), (4.18)

to which representation there corresponds an algebraic Riccati equation

P = FPF ′ + (g − FPh)(1 − h′Ph)−1(g − FPh)′. (4.19)

We shall say that a symmetric solution P of (4.19) is stabilizing if h′Ph < 1 and

F+ = F − (1 − h′Ph)−1(g − FPh)h′ (4.20)
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has all its eigenvalues in the closed unit disc. It can be shown (see, for example, [47])
that (4.19) has a unique stabilizing solution if and only if

v(eiθ) + v(e−iθ) > 0 for all θ, (4.21)

which follows from (4.4).

Corollary 4.3. Let P be a symmetric solution of the Covariance Extension Equation
(2.38) such that h′Ph < 1 and let v(z) be the corresponding rational function (4.1)
defined via (4.7) and (4.8). Then P is the unique stabilizing solution to the algebraic
Riccati equation (4.19) corresponding to v(z).

Now, restricting our attention to positive semidefinite solutions of the Covariance

Extension Equation (2.38), a(z) and b(z) become Schur polynomials and v(z) := 1
2
b(z)
a(z)

is strictly positive real. Also v(z) is analytic for |z| ≥ R for some R < 1, and hence
the Laurent series (4.2) is valid there. Consequently

Φ(z) = 1 +
∞∑
i=1

ĉi(z
i + z−i) (4.22)

is defined in an annulus containing the unit circle and is therefore a bona fide spectral
density.

Corollary 4.4. There is a one-to-one correspondence between positive semidefinite
solutions of the covariance extension equation (2.38) satisfying h′Ph < 1 and monic
Schur polynomial a(z) of degree n such that for some ρ ∈ (0, 1],

w(z) = ρ
σ(z)

a(z)
(4.23)

satisfies

w(z)w(1/z) = 1 +
∞∑
i=1

ĉi(z
i + z−i) (4.24)

on the unit circle, where

ĉi = ci for i = 1, 2, . . . , n. (4.25)

Under this correspondence a(z) and ρ are given by (4.7) and (4.9) respectively. The
degree of w(z) equals the rank of P .

Proof. It remains to show that there is a one-to-one correspondence between w(z)
and v(z). The linear operator S(a), from the space of polynomials of degree less than
or equal to n to the space of symmetric pseudo-polynomials, defined by

S(a)p = a(z)p(z−1) + a(z−1)p(z)

is invertible if and only if a(z) has reciprocal roots, as is the case if a(z) is a Schur
polynomial. This follows from [18] noting that the Jury matrix of a(z) is a matrix
representation of S(a); also see Lemma 5.5 in [12]. Therefore (4.4) can be uniquely
solved for b(z) and hence v(z) is uniquely determined by w(z); the reverse is trivial.
Finally, ρ ≤ 1 follows from P ≥ 0.
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One of our main results, namely Theorem 2.1, is now an immediate consequence
of Corollary 4.4 and Theorem 3.2. We note that the minimum-phase spectral factor
w(z) is precisely the modeling filter corresponding to P . Passing white noise through
this modeling filter and letting it come to statistical steady state, we obtain a linear
stochastic system (2.1). In view of Corollary 4.3 and classical stochastic realization
theory [2, 20, 40], P is actually the state covariance matrix of this system, i.e.,

P = E{x(t)x(t)′}.

Theorem 4.1 and Corollary 4.3 are a consequence the following chain of lemmas.

Lemma 4.5. The interpolation condition (4.3) holds if and only if

g = (I − U)−1u+ (I − U)−1Ua, (4.26)

where U , u, a and g are defined by (2.35), (4.7) and(4.18).

Proof. To prove that (4.26) is equivalent to the interpolation condition (4.3), first
note that (2.19) can be written

b = 2c+ (2Cn − I)a, (4.27)

where

c =



c1
c2
...
cn


 Cn =




1
c1 1
c2 c1 1
...

...
...

. . .
cn−1 cn−2 cn−3 . . . 1


 .

Now, identifying coefficients in (2.34), we see that u is the unique solution of

Cnu = c. (4.28)

This equation may also be written

Cn+1

[
1
−u

]
=

[
1
0

]
,

and therefore a simple inspection shows that

Cn(I − U) = I. (4.29)

Consequently, (4.27) takes the form

b = 2(I − U)−1u+ 2(I − U)−1a− a,

which is equivalent to g = 1
2
(b− a) satisfying (4.18).

Lemma 4.6. Let f be the function, defined by (4.7) and (4.8), sending symmetric
solutions P of the covariance extension equation (2.38) to points (a, b) ∈ R2n. Then f
is injective and maps onto the set of (a, b) satisfying the interpolation condition (4.3)
and the positivity condition (4.4). Its inverse f−1(a, b) is the unique solution of the
Lyapunov equation (4.10).
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Proof. Let P be a symmetric solution of the covariance extension equation (2.38) such
that 1 − h′Ph < 1. Then a straight-forward reformulation of (2.38) yields

P = (Γ + σh′)P (Γ + σh′)′ − (ΓPh+ σ)(ΓPh+ σ)′ + ρ2σσ′ + gg′, (4.30)

where

g = u+ U(ΓPh+ σ) (4.31)

and ρ is given by (4.9). Now, if a and b are defined in terms of P by (4.7) and (4.8),
we have

1

2
(a+ b) = ΓPh+ σ (4.32)

and

1

2
(b− a) = g. (4.33)

Therefore, since

Γ = J − σh′, (4.34)

P must satisfy

pij − pi+1,j+1 = −1

2
(aibj + biaj) + ρ2σiσj, (4.35)

where pij = 0 when i or j is greater than 1. Multiplying (4.35) by zj−i = zn−izn−j

and summing over all i, j = 1, 2, . . . , n, we obtain

n∑
i=1

n∑
j=1

pijz
j−i −

n∑
i=2

n∑
j=2

pijz
j−i

= −1

2
{[a(z) − zn][b(z−1) − z−n][a(z−1) − z−n)][b(z) − zn]}

+ ρ2[σ(z) − zn][σ(z−1) − z−n], (4.36)

the left member of which may be written

LM =
n∑

i=1

pi+1,1(z
i + z−i) + p11. (4.37)

But, in view of (4.34) and (4.9), (4.32) is the same as

JPh =
1

2
(a+ b) − ρ2σ, (4.38)

which may also be written

pi+1,1 =
1

2
(ai + bi) − ρ2σi. (4.39)

Therefore, since p11 = 1 − ρ2, the left member of equation (4.36) becomes

LM =
1

2
{zn[a(z−1) − z−n + b(z−1) − z−n] + z−n[a(z) − zn + b(z) − zn]}

− ρ2{[zn[σ(z−1) − z−n] + z−n[σ(z) − zn]} + 1 − ρ2,
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and consequently

1

2
[a(z)b(z−1) + a(z−1)b(z)] = ρ2σ(z)σ(z−1). (4.40)

This establishes the factorization condition (4.4). It remains to show that the inter-
polation condition (4.3) also holds. To this end note that

ΓPh+ σ = a+ g, (4.41)

which inserted into (4.31) yields (4.26), which in turn is equivalent to (4.3) (Lemma
4.5). We have thus established that the function f maps into the set of (a, b) satisfying
the interpolation condition (4.3) and the factorization condition (4.4). To prove that
f actually maps onto, choose any pair (a, b) satisfying these conditions. Let ρ be the
unique positive number satisfying (4.40), obtained by identifying coefficients of like
powers in z, and let P be the unique symmetric solution of the Lyapunov equation
(4.10). Here uniqueness is a consequence of the fact that the eigenvalues of J are
all zero and hence in the open unit disc. It remains to show that a, b and P satisfy
(4.7) and (4.8) and that P satisfies the covariance extension equation (2.38). To
this end, write the Lyapunov equation (4.10) in the form (4.37). Together with the
factorization condition (4.40) this yields

n∑
i=1

pi+1,1(z
i + z−i) + p11 =

1

2
{zn[a(z−1) + b(z−1)] + z−n[a(z) + b(z)]}

− ρ2[znσ(z−1) + z−nσ(z)] − 1 + ρ2,

from which (4.39), or equivalently (4.38), and p11 = 1−ρ2 are obtained by identifying
coefficients of like powers in z. Consequently, (4.32) and (4.9) hold.

We now invoke the interpolation condition (4.3), which by Lemma 4.5, is equivalent
to g := 1

2
(b− a) satisfying (4.26) or, equivalently

g = u+ U(a+ g). (4.42)

But, since b = a+ 2g, (4.32) is the same as (4.41), which together with (4.42) yields
(4.31), which in turn, together with (4.32) and (4.33), yields (4.7) and (4.8). Now,
inserting (4.31), (4.32), (4.33) and (4.9) into (4.10), a simple calculation yields (2.38),
showing that P is a symmetric solution of the covariance extension equation. Hence
we have proved that f maps onto the set of (a, b) which satisfy (4.4) and (4.3).

To prove that f is injective, let (a, b) be any point in the range of f . Then ρ2 is
uniquely defined by (4.40). Any P such that f(P ) = (a, b) must satisfy the Lyapunov
equation (4.10) which has a unique solution. This establishes both injectiveness and
the last statement of Lemma 4.3.

Lemma 4.6 shows that there corresponds a unique rational function v(z), defined
via (4.1), to any solution P to the Covariance Extension Equation. Next we shall
show that P is also a solution to the algebraic Riccati equation (4.19) corresponding
to (4.16). Since (F ′, h) is reachable, the existence of a unique stabilizing solution
follows, for example, from Theorem 1 in [47]. If, in addition, (F, g) is reachable so
that (F, g, h, 1

2
) is a minimal realization of v(z), then it is well-known [2, 20] and

immediately seen from the Kalman-Yakubovich-Popov Lemma that P > 0 if and
only if v(z) is strictly positive real. In general, we have the following result.
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Lemma 4.7. The rational function v(z), defined by (4.16) and satisfying (4.21), is
strictly positive real if and only if the unique stabilizing solution P of the algebraic
Riccati equation is positive semidefinite. In this case, the degree of v(z) equals the
rank of P .

Proof. Setting k := (g − FPh)(1 − h′Ph)−
1
2 , we may write the algebraic Riccati

equation (4.19) in the Lyapunov form

P = FPF ′ + kk′. (4.43)

To proceed we shall need some properties of such equations, namely

(i) If P > 0, then |λ(F )| ≤ 1.
(ii) If |λ(F )| ≤ 1, then P ≥ 0.
(iii) If F has no pair of eigenvalues λ1, λ2 which are reciprocal, i.e., such that

λ1 = 1/λ2, then
rank P = rank (k, Fk, . . . , F n−1k).

The continuous-time versions of these statements follow from Theorem 3.3 in [23], (i)
from (2), (ii) from (7) and (iii) from (5) in that theorem. The discrete-time results are
obtained by applying the usual linear fractional transformations – see, for example
Section 2.2 in [23] or Section 3.3 in [20] – keeping in mind that the left half-plane is
transformed into the unit disc as concerns the spectrum of F , while P remains the
same in the two settings.

The rational function v(z) := 1
2
b(z)
a(z)

satisfying (4.21) is equivalent to the existence

of a Schur polynomial σ(z) and a positive number ρ such that (4.40) holds. Then
v(z) is strictly positive real if and only if a(z) is a Schur polynomial.

First suppose that a(z) is a Schur polynomial. Then, since a(z) is the characteristic
polynomial of F , |λ(F )| < 1, so it follows from (ii) that P ≥ 0. Conversely, suppose
that P ≥ 0. Setting r := rank P , there is a nonsingular linear transformation T and
a positive definite symmetric r × r matrix P1 such that

TPT ′ =

[
P1 0
0 0

]
.

Transforming (4.43) accordingly yields[
P1 0
0 0

]
=

[
F11 F12

F21 F22

] [
P1 0
0 0

] [
F ′

11 F ′
21

F ′
12 F ′

22

]
+

[
k1k

′
1 k1k

′
2

k2k
′
1 k2k

′
2

]
(4.44)

where [
F11 F12

F21 F22

]
= TFT−1 and

[
k1

k2

]
= Tk.

Since therefore
F21P1F

′
21 + k2k

′
2 = 0,

we must have F21 = 0 and k2 = 0, and hence

a(z) = det(zI − F ) = det(zI − F11) det(zI − F22). (4.45)

Also a straight-forward calculation shows that

w(z) := ρ
σ(z)

a(z)
= h1(zI − F11)

−1k1 + ρ,
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where h1 is the r-vector (1, 0, . . . , 0)′, so det(zI − F22) must be a common factor
of a(z) and σ(z) that is being canceled. Since σ(z) is a Schur polynomial, then so
is det(zI − F22). Therefore it only remains to prove that det(zI − F11) is a Schur
polynomial, i.e., that |λ(F11)| < 1. To this end, note that, in view of (4.44),

P1 = F11P1F
′
11 + k1k

′
1.

Then, since P1 > 0, (ii) implies that |λ(F11| ≤ 1. But a(z) cannot have any zeros on
the unit circle and hence, in view of (4.45), we must have |λ(F11)| < 1 as claimed. In
fact, if λ0 is a zero of a(z) on the unit circle, then so is 1/λ0. Therefore, in view of
(4.40), either λ0 or 1/λ0 is a zero of σ(z) contradicting the assumption that σ(z) is a
Schur polynomial.

To prove the last statement, observe that, if F is stable, there are no reciprocal
eigenvalues, so (iii) implies that

rank P = rank (k, Fk, . . . , F n−1k),

which, in view of the fact that (h, F ) is observable, equals the degree of

w(z) = h′(zI − F )−1k + ρ. (4.46)

However, in view of (4.40) and the fact that a(z), b(z) and σ(z) are all Schur poly-
nomials, any common polynomial factor of a(z) and b(z) is a common factor also of
a(z) and σ(z) and vice versa. Hence w(z) and v(z) have the same degree, namely
rank P .

It is well-known that the rational function (4.1) is strictly positive real if and only
if (4.21) holds and either a(z) or b(z) is a Schur polynomial, in which case both a(z)
and b(z) are Schur polynomials. Therefore the last two statements of Theorem 4.1
follow from Lemma 4.7 and Corollary 4.3, which we prove next.

Proof of Corollary 4.3. Let P be a symmetric solution to the covariance extension
equation (2.38) such that h′Ph < 1, and let g be defined by (2.39). Then, as demon-
strated above, (4.41) holds, i.e.,

g = ΓPh+ σ − a. (4.47)

Inserting (4.47) into (2.38) yields

P = FPF ′ + ρ2(σ − a)(σ − a)′, (4.48)

where ρ2 = 1 − h′Ph and

F = Γ + (σ − a)h′, (4.49)

which, in view of (4.34), is the matrix (4.17) defined in Lemma 4.5. Now, from (4.46)
and (4.49) we have

σ − a = ρ−2(g − FPh), (4.50)

which inserted into (4.48) yields the algebraic Riccati equatuoin (4.19). Hence P is
a symmetric solution of (4.19), which, by Lemma 4.5, clearly is the algebraic Riccati
equation corresponding to v(z). However, it remains to show that it is the unique
stabilizing solution of (4.19). To this end, observe that (4.49) and (4.50) imply that
Γ = F+, where F+ is the feedback matrix (4.20). Hence it follows from the fact
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that the characteristic polynomial σ(z) of Γ is a Schur polynomial and the fact that
1 − h′Ph > 0 that P is the stabilizing solution of (4.19).

5. Minimal partial stochastic realizations

The question of minimality of the dimension of partial stochastic realizations will
now be studied in more detail. In this direction, Theorem 2.1 gives some information
about the minimal partial stochastic realization problem. In fact, for each choice
of zero polynomial there is a unique solution, which we may denote P (σ). In this
setting, the minimal partial realization problem could also be phrased as finding the
zero polynomial σ̂ minimizing the function

r(σ) = rank P (σ)

over the region Sn of Schur polynomials (2.36). The optimal zero structure σ̂ is in
general not unique, and the structure of the optimizing set of σ̂ depends on (c1, . . . , cn).
In harmony with Example 4.2, all σ are optimizing and r(σ) is identically 0 if and
only if c = (c1, c2, . . . , cn) = 0. It can be further seen that all σ are optimizing if
c = (0, . . . , 0, cn) with cn 	= 0, in which case r(σ) is identically n. In this section, we
investigate how the positive degree of a partial covariance sequence depends on the
values of the covariance data c0, c1, . . . , cn. In general, according to Theorem 2.2, for
n > 1, the set of such n-tuples for which r(σ̂) = n and r(σ̂) < n are both open sets
in Rn.

We shall first consider the “codimension one” case, i.e., the situation where the
minimal dimension of a partial stochastic realization can be reduced to at least n−1.
This, of course, occurs when are “extensions” (α, γ) for which the corresponding
choice of polynomials (a, b) has a common root. Classically, this may be tested by
computing whether the resultant, R(a, b) of the pair (a, b) vanishes, see Appendix B.
Regarding the sequence γ as being fixed, the resultant is then a polynomial Rγ(α) in
α which defines an affine hypersurface Hγ in Rn as its zero locus. A better under-
standing of the real hypersurface yields a simple, but powerful, geometric criterion
for a codimension one reduction for partial stochastic realizations. In particular, we
shall prove the following result, which is a special case of Theorem 2.2 but which al-
ready illustrates the profound difference between deterministic and stochastic partial
realization theory.

Theorem 5.1. Let Σ(n− 1), S(n) and Cn be defined as in Section 2. Then

Cn = Σ(n− 1) ∪ S(n)

is a decomposition of Cn into two semialgebraic subsets with nonempty interiors. In
fact, Σ(n− 1) \ {0} is an open, semialgebraic subset of Cn \ {0}. That is,

Σ(n− 1) = O(n− 1) ∪ {0},
where O(n−1) is an open, semialgebraic subset of Cn. If n ≥ 2, O(n−1) is nonempty.

Remark 5.2. In order to prove results guaranteeing the structural stability, with
respect to γ, of the intersection of Hγ with Pn(γ) we shall need to prove a separation
theorem, a result which is not at all immediate from the definitions. Indeed, not
every algebraic set defined by a single equation is a hypersurface in what is called the
geometric sense. For example, in R2 the equation x2 + y2 = 0 defines an algebraic
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hypersurface, but the zero locus does not separate R2 into two or more open sets nor
is it dimension 1, in any sense but the purely algebraic sense of counting equations.
This example, however, illustrates exactly what can go wrong for real hypersurfaces.
Very briefly, in C2, the equation x2 + y2 = 0 defines a 1-dimensional algebraic curve,
with just one singular point, (0, 0) – that is, a point at which the total derivative
(or gradient) of the defining equation vanishes. As it turns out, the only real point
on this complex curve is a singular point, which is precisely why the real locus has
“algebraic” dimension 1 but “geometric” dimension 0 in a sense we shall now make
precise.

Recall [46] that an algebraic subset of Rn defined by a single polynomial equation
is called an algebraic hypersurface. An algebraic hypersurface is a geometric hyper-
surface if, and only if, it contains a regular point, i. e., a point at which the gradient
of the defining equation is nonzero. Geometric hypersurfaces have dimension n − 1,
in the sense that a geometric hypersurface is always an (n− 1)-dimensional manifold
in a neighborhood of any regular point. Moreover, the complement of a geometric
hypersurface is a union of the two disjoint open sets where the defining equation is
positive, and negative.

According to a theorem of Whitney [46], the complement of an algebraic subset of
R

n defined by a single polynomial equation of degree d has at most d + 1 connected
components. In preparation for the proof of Theorem 5.1, we need the following
separation criterion, the essence of which is that Hγ contains a real, regular point and
therefore separates Rn itself into at least two disjoint open subsets. In this language,
we first wish to characterize for which covariance sequences the hypersurface Hγ is a
proper algebraic subset, when it is nonempty and when it is a geometric hypersurface.

Theorem 5.3. Consider a partial covariance sequence c = (c1, c2, . . . , cn) in R
n.

There exists an α such that Rγ(α) 	= 0 if, and only if, ci 	= 0 for some i = 1, . . . , n. A
necessary and sufficient condition for c 	= 0 to admit a partial stochastic realization
of dimension less than or equal to n− 1 is that the hypersurface Hγ intersects Pn(γ)
nontrivially; i.e.,

Hγ ∩ Pn(γ) 	= ∅. (5.1)

In this case, Hγ separates Pn(γ) into at least two open subsets.

Of course, for low dimensional problems, the separation criterion provides for a
complete analysis of the minimal partial realization problem. Before turning to the
higher codimension cases, for the sake of completeness we describe these lower dimen-
sional examples. If n = 1, then O(n − 1) is empty, since Hγ reduces instead to the
constraint γ0 = 0. In particular, for n = 1 we have S(0) = {0} and S(1) = C1 \ {0}.

If n = 2, we still have S(0) = {0}, and, as pointed out by Georgiou [22], it is easy
to see that c ∈ S(1) if and only if

|γ1| <
|γ0|

1 + |γ0|
. (5.2)

For such a γ, γ0 	= 0, and, as depicted in Figure 5.1, only points α in the intersection
between the (shaded) positive real region and the line will have deg v(z) = 1. We note
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that, in this case, for γ fixed the resultant hypersurface Hγ is linear and is defined by

α2 = γ1(1 − 1

γ2
0

)(γ0α1 + γ1). (5.3)

These are precisely the points for which a(z) and b(z) have a common factor. All other
α correspond to v(z) of degree two. For example, if γ0 = 0.5 and γ1 = 0.2, condition
(5.2) is satisfied, and the line (5.3) intersects the positive real region as depicted to
the left in Figure 5.1. All v(z) corresponding to points on the interval defined by this
intersection have degree one. The set S(2) consists of those c for which γ 	= 0 and
condition (5.2) is violated. The situation corresponding to such a point, γ0 = 0.5 and
γ1 = 0.4, is illustrated to the right in Figure 5.1. Here the intersection between P2

and the hypersurface Hγ is empty.

Figure 5.1

For n > 2 the situation is more complicated, but we have a sufficient condition for
the positive degree n∗ to be strictly less than one, which is similar to (5.2).

Corollary 5.4. Suppose n ≥ 2. Any partial covariance sequence satisfying the con-
dition

|γn−1| <
|γn−2|

1 + |γn−2|
(5.4)

is contained in O(n− 1). In particular, (5.4) is a sufficient condition for n∗ to be less
than n. If n = 2, the condition is also necessary.

Corollary 5.4 gives an independent proof that Σ(n− 1) has a nonempty interior in
Cn. Of course, Theorem 2.2 also asserts that the semialgebraic sets S(n∗) and Σ(n∗)
have nonempty interiors if, and only if, 1

2
n ≤ n∗ ≤ n − 1. In this direction, one can

very easily see that, for n even, the subset S(1
2
n) is open. Indeed, to say c1, . . . , cn

lies in S(1
2
n) is to say that both the Hankel matrix


c1 c2 . . . c 1

2
n

c2 c3 . . . c 1
2
n+1

...
...

. . .
...

c 1
2
n c 1

2
n+1 . . . cn−1


 ,
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is invertible and that the Toeplitz matrix

c0 c1 · · · cn
c1 c0 · · · cn−1
...

...
. . .

...
cn cn−1 · · · c0


 ,

is positive definite. Since these conditions define open sets of sequences, S(1
2
n) is open

but, of course, not dense as it is for the deterministic partial realization problem.
Our proof that in the intermediate cases, 1

2
n ≤ n∗ ≤ n − 1, S(n∗) still contains

interior points is constructive. Indeed, we shall show that the maximum entropy filters
corresponding to certain choices of partial covariance sequences are interior points,
by using a minimality criterion derived from the fast filtering algorithm described
in Appendix A. From this construction, and the results stated above, Theorem 2.2
follows.

We now turn to the proofs. Our first result characterizes when Hγ is a proper
algebraic subset of Rn. Recall, that c = (c1, c2, . . . , cn) = 0 if, and only if, a(z) = b(z)
and therefore if, and only if, n∗ = 0.

Proposition 5.5. Suppose that γ 	= 0. Then there exists an α such that Rγ(α) 	= 0.

Proof. Given the partial covariance sequence c, or equivalently γ, as seen in Section
3, another n parameters are needed to parameterize all partial stochastic realizations
of degree at most n. These could be α, as in the Kimura-Georgiou parameterization,
or a or, equivalently, cn+1, cn+2, . . . , c2n, as explained in Section 2. Consequently we
consider a sequence

c = (c1, c2, . . . , c2n), (5.5)

where c = (c1, c2, . . . , cn) is fixed, and cn+1, cn+2, . . . , c2n are free parameters to be
selected. Now, if

0 = n0 < n1 < n2 < · · · < nν (5.6)

are the degree indices of (5.5), the condition that (5.5) has McMillan degree at most
n is equivalent to nν ≤ n, and in this case the last section of (5.5) is completed. If
nν < n, the parameter sequence ρ = (ρ1, ρ2, . . . , ρ2n) will end with 2(n− nν) zeros.

Therefore, the statement of the proposition is equivalent to saying that for any
fixed choice of c1, c2, . . . , cn there exists an extension cn+1, cn+2, . . . , c2n such that the
square Hankel matrix of (5.5) is nonsingular and hence nν = n. Define 9 to be the
integer with the property that c1 = c2 = · · · = c�−1 = 0 and c� 	= 0. If 9 = n, then
there is only one section and n = n1. If 9 < n, then any section initiated in the
first fixed part of c will end with c2k, where k ≤ n− 1, if the arbitrary ci are chosen
appropriately. If 2k ≥ n, cn+1, cn+2, . . . , c2n can be chosen so that there are, say, n−k
generic sections at the end. Then the highest degree index equals n.

Our next result ensures that the hypersurface Hγ in Rn is nonempty, except when
c = (0, . . . , 0, cn) with cn 	= 0.

Proposition 5.6. The algebraic degree of a sequence c is n if, and only if, c =
(0, . . . , 0, cn) with cn 	= 0.
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Proof. By definition, the sequence c has degree indices (n0, n1) = (0, n), and hence
the algebraic degree is n. To prove the converse, first note that, if c = 0, the algebraic
degree is zero. Next suppose that c�, 1 ≤ 9 < n, is the first nonzero element in c.
Then the first section of c has 29 elements, so, if 9 ≥ n

2
, the algebraic degree is 9. If

9 < n
2
, n − 29 element remain for further sections, so the algebraic degree is at most

9+ (n− 29) = n− 9 < n.

Theorem 5.7. The hypersurface Hγ is the closure of the set of all regular points on
Hγ. In particular, Hγ is a geometric hypersurface except when c = (c1, c2, . . . , cn) = 0
or when c = (0, . . . , 0, cn) with cn 	= 0.

Proof. The first step is to characterize the regular points on Hγ.

Proposition 5.8. Suppose that γ 	= 0. The set of regular points on Hγ consist of
those α for which the corresponding polynomials a and b have a simple (real) common
factor over R.

Proof. We shall begin our analysis on the space R2n of pairs (a, b) of monic polynomials
of degree n. As we have noted in the proof of Proposition 5.5, this space can also be
parameterized in terms of the partial sequence c (or equivalently γ), together with
the parameters α in the Kimura-Georgiou parameterization. Following Kronecker, as
described in Section 3 (see also Appendix B), the zero locus of the resultant R(a, b) in
R

2n can be identified with the zero locus Zn of the determinant of the Hankel matrix

c1 c2 . . . cn
c2 c3 . . . cn+1
...

...
. . .

...
cn cn+1 . . . c2n−1


 .

Since

Hγ = {(a, b) ∈ Zn | γ is fixed}, (5.7)

Hγ is the intersection of Zn with an n-dimensional manifold Mγ with tangent space
given by (see [10])

T(a,b)(Mγ) = {(p, q) | aq − bp = r, deg r ≤ n− 1}. (5.8)

From the representation of Hγ as such an intersection, one sees that every singular
point of the hypersurface Zn remains a singular point of Hγ. In particular (Appendix
B), every α corresponding to a pair (a, b) having a greatest common divisor with
degree larger than 1 is a singular point of Hγ.

Conversely, from the representations

T(a,b)(Zn) = {(u0θ, v0θ) + ρ(a0, b0) | deg u0 ≤ n− 2, deg u0 ≤ n− 2, ρ ∈ R}. (5.9)

of the tangent space of Zn (Proposition B.3) and (5.8) of the tangent space of Mγ

and Hγ we conclude that all other pairs are regular points on Hγ. That is, those
α corresponding to a pair (a, b) having a greatest common divisor with degree 1 are
precisely the regular points, as claimed in the Proposition.

To see this, it suffices to prove that for any α for which the corresponding polyno-
mials a and b have a simple (real) common factor over R, there exists a tangent vector
(p, q) to (a, b) in T(a,b)(Mγ) which is not in T(a,b)(Zn). Alternatively, it suffices to check
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that the subspace T(a,b)(Zn) intersects T(a,b)(Mγ) in a codimension one subspace. To
say that (p, q) lies in the intersection

T(a,b)(Zn) ∩ T(a,b)(Mγ) (5.10)

is to say that

a0θ(v0θ + ρb0) − b0θ(u0θ + ρa0) = r (5.11)

where r = r0θ and r0 is an arbitrary polynomial satisfying deg r0 < n− 1. However,
for (p, q) lying in (5.10) we have (5.11) or, equivalently,

(a0v0 − b0u0)θ
2 = r (5.12)

so that r0 is not arbitrary but rather is itself also divisible by θ, so that the corre-
sponding set of polynomial r is each divisible by θ2. In particular (see Remark B.2),
the subspace (5.10) has codimension one in T(a,b)(Mγ), which concludes the proof of
the proposition.

Having characterized the regular points, we now show that they exist, except in
the two cases delineated above.

Lemma 5.9. Suppose that γ 	= 0 and that there exists an α such that Rγ(α) = 0.
Then there exists an α such that (a, b) = θ where deg θ = 1, i. e., there exists a
regular point.

Proof. This is equivalent to saying that for any fixed choice of c1, c2, . . . , cn there
exists an extension cn+1, cn+2, . . . , c2n such that the the largest degree index nν of
c1, c2, . . . , c2n equals n− 1, i.e., the last section sν should end with ρ2n−2, and ρ2n−1 =
ρ2n = 0. Let 9 be defined as in in the proof of Lemma 5.5. Then we must have
9 < n, so any section initiated in the first (fixed) half of c will end with c2k, where
k ≤ n− 1, if the arbitrary ci in that section are chosen appropriately. We must have
ρ2n−1 = ρ2n = 0. If k < n − 1, we fill the gap with n − 1 − k generic sections. Then
nν = n− 1, as claimed.

Lemma 5.10. The hypersurface Hγ coincides with the closure of all regular points
on Hγ.

Proof. Let Ck ⊂ R
n be the set

Ck = {(c1, c2, . . . , c2n) | (a, b) = θ, deg θ = k}.

If we can show that

Ck+1 ⊂ Ck, k = 1, 2 . . . , n, (5.13)

then Hγ = C1 as claimed. To this end, choose an arbitrary point c in Ck+1. Then ĉ
has a parameter sequence ρ̂ such that

ρ̂2n−2k−2 = ρ̂2n−2k−1 = · · · = ρ̂2n = 0,
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and ρ̂2n−2k−1 is the last element in a section. We want to find a sequence ĉ(1), ĉ(2), ĉ(3), . . .
in Ck which converges to ĉ. Clearly such a sequence is obtained by taking ĉ(j) to have
the parameter sequence ρ̂(j), where

ρ̂
(j)
i =

{
1
j

for i = 2n− 2k − 2

ρ̂i otherwise
(5.14)

In fact, if ν is the number of sections in ĉ, then c(j) has ν + 1 sections and{
ĝ(j)(z) = Pν+1(z) = zPν(z) − 1

j
Pν−1(z)

â(j)(z) = Qν+1(z) = zQν(z) − 1
j
Qν−1(z)

so that

ĝ(j)(z)

â(j)(z)
=
zĝ(z) − 1

j
Pν−1(z)

zâ(z) − 1
j
Qν−1(z)

→ ĝ(z)

â(z)

as j → ∞, where ĝ(z) and â(z) correspond to ĉ. Consequently, c(j) → ĉ as j → ∞,
as claimed.

This concludes the proof of Theorem 5.7.

Clearly, Theorem 5.7 implies Theorem 5.3. Theorem 5.1 then follows from these
results and the following corollary.

Corollary 5.11. The subset Σ(n−1)\{0} is an open, semialgebraic subset of Cn\{0}.
That is,

Σ(n− 1) = O(n− 1) ∪ {0},
where O(n−1) is an open, semialgebraic subset of Cn. If n ≥ 2, O(n−1) is nonempty.

Proof. We first prove that Σ(n − 1) and hence Σ(n − 1) \ {0} is a semialgebraic
set. Since the change of coordinates between (c1, c2, . . . , cn) and (γ1, γ2, . . . , γn) is
birational without poles on Cn, it suffices to prove this claim in the γ coordinates. To
this end, consider the space

R
2n = {((α1, α2, . . . , αn), (γ1, γ2, . . . , γn))}.

The subset Pn of those sequences for which v is strictly positive real is, of course, a
semialgebraic set, since it is definable in terms of polynomial inequalities [12]. We
also consider the algebraic set Zn, the zero set of the resultant Rγ introduced in the
proof of Proposition 5.8. In particular, Zn ∩ Pn is semialgebraic. Finally, we define
the projection pn : R2n → R

n via

pn((α1, α2, . . . , αn), (γ1, γ2, . . . , γn)) = (γ1, γ2, . . . , γn).

According to the Tarski-Seidenberg Theorem [28], Σ(n− 1) = pn(Mn−1 ∩ Pn) is also
semialgebraic.

To see that Σ(n − 1) \ {0} is open, we recall that Hγ is a proper hypersurface
(Proposition 5.5), i.e., codimension one, provided at least one γi differs from zero.
Suppose then that ĉ lies in Σ(n− 1) \ {0}. Denoting by γ̂ the corresponding partial
Schur sequence, according to Theorem 5.3, the proper hypersurface Hγ̂ meets the
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open set Pn(γ̂) at a regular point. Then, there exist points (α1, γ̂) and (α2, γ̂) in
Pn(γ̂) such that

Rγ̂(α1) > 0 and Rγ̂(α2) < 0.

Since the set of strictly positive real, degree n, transfer functions is open, for γ suffi-
ciently near γ̂, we must have (α1, γ̂) ∈ Pn(γ) and (α2, γ̂) ∈ Pn(γ). Moreover, we must
also have

Rγ(α1) > 0 and Rγ(α2) < 0.

Since Pn(γ) is connected and f1 is continuous, there is a point (α, γ) ∈ Pn(γ) such
that f1(α2, γ) = 0. Therefore, Σ(n− 1) \ {0} is open.

To see that O(n− 1) is nonempty, we need only construct (α̂, γ̂) corresponding to
modeling filter having degree n∗ satisfying 1 ≤ n∗ ≤ n− 1. One such choice,

α̂ = (0, 0, . . . , 0) and γ̂ = (0, . . . , 0, γ̂n−2, 0),

with γ̂n−2 	= 0, corresponds to a maximum entropy filter

ŵ(z) = ρ
zn−1

ϕn−1(z)

of degree n− 1; see Section 3.

We have just seen that the separation criterion implies that Σ(n − 1) \ {0} is
open. We now prove Corollary 5.4, which give an explicit sufficient condition (5.4)
for membership in Σ(n− 1) \ {0} in terms of the Schur parameters.

Proof of Corollary 5.4. Given a sequence of Schur parameters γ0, γ1, . . . , γn−1 satisfy-
ing (5.4), we want to find a positive real function

v(z) =
1

2

b(z)

a(z)
(5.15)

of degree at most n − 1, the first n Schur parameters are precisely γ0, γ1, . . . , γn−1.
We shall demonstrate that there is a real number α1 such that{

a(z) = ϕn−1(z) + α1ϕn−2(z)

b(z) = ψn−1(z) + α1ψn−2(z)
(5.16)

defines such a function, where ϕn−1, ϕn−2, ψn−1(z) and ψn−2 are the appropriate Szegö
polynomials defined as in Appendix A from γ0, γ1, . . . , γn−2. Consider the dynamical
system (A.9) with 2(n−1) equations and initial condition α(0) = (α1, 0, . . . , 0)′ ∈ Rn−1

and γ(0) = (γ0, γ1, . . . , γn−2)
′ ∈ R

n−1. Then, to match remaining Schur parameter
γn−1, we must choose α1 so that

γn−1 = γn−2(1) = − γn−2

1 − γ2
n−2

α1. (5.17)

Now, in view of condition (5.4), γn−2 	= 0. Consequently it remains to show that
(5.16) with α1 given by

α1 = −γn−1

γn−2

(1 − γ2
n−2) (5.18)

defines a positive real function (5.15). To prove this we need to show that a(z) is a
Schur function and that (2.15) holds on the unit circle.
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Let us start with the last requirement. To this end, first note that, in view of
(5.18), condition (5.4) is equivalent to

|α1| < 1 − |γn−2|. (5.19)

From the recursions (A.3) and (A.4) it is not hard to see that

ϕn−1(z)ψn−1(z
−1) + ψn−1(z)ϕn−1(z

−1) = rn−1 (5.20)

and that

ϕn−1(z)ψn−2(z
−1) + ψn−1(z)ϕn−2(z

−1) = rn−2z, (5.21)

and therefore, since rn−1 = rn−2(1 − γ2
n−2),

1

2
[a(z)b(z−1) + a(z−1)b(z)] =

1

2
(1 − γ2

n−2 + 2α1 cos θ + α2
1)

for z = eiθ. This is positive for all θ if and only if (5.19) holds.
Next we prove that a(z) is a Schur polynomial. In view of (A.3), we have

a(z) = (z + α1)ϕn−2(z) − γn−2ϕ
∗
n−2(z). (5.22)

Since, by condition (5.19), |α1| < 1, the function

f(z) = (z + α1)ϕn−2(z) (5.23)

has no zero on the unit circle and exactly n − 1 zeros inside. We want to show that
the same is true for a(z). To this end, suppose first that z0 is a zero of a(z) located
on the unit circle. Then

(z0 + α1)ϕn−2(z0) − γn−2ϕ
∗
n−2(z0) = 0.

But, since |ϕn−2(z0)| = |ϕn−2(z0)
∗| (see [4, page 119]) and |z0| = 1, this implies that

|γn−2| ≥ 1 − |α1|, (5.24)

contradicting (5.19). To show that a(z) has exactly n− 1 zeros inside the unit circle,
and hence that a(z) is stable, we use a version of Rouche’s Theorem [16] stating that
two functions, f(z) and a(z), being analytic in the disc and having no zeros on the unit
circle, have the same number of zeros inside the unit circle if |f(z) + a(z)| < |f(z)|+
|a(z)| on the unit circle. Since we always have |f(z)+a(z)| ≤ |f(z)|+|a(z)|, we need to
rule out that there is a z0 on the unit circle such that |f(z0)+a(z0)| = |f(z0)|+ |a(z0)|,
i.e., that a(z0) = λf(z0) for some λ ≥ 0, or, in other words, that

(1 + λ)(z + α1)ϕn−2(z0) = γn−2ϕ
∗
n−2(z0). (5.25)

But, since |ϕn−2(z0)| = |ϕn−2(z0)
∗|, |z0| = 1 and 1 + λ ≥ 1, this implies (5.24),

contradicting (5.19). Hence a(z) is a Schur polynomial as required. If n = 2, all a(z)
and b(z) have the form (5.16), and therefore we have also necessity, as claimed.

In the course of determining properties (e.g., nonvacuousness) of the sets S(n∗) and
Σ(n∗), we will find it useful to apply not just the solution to the rational covariance
extension problem, but also certain of the tools which played an important role in
its resolution. One of these is a nonlinear dynamical system (A.9), which is a refor-
mulation of a fast algorithm for Kalman filtering [37, 38] and is also related to the
Schur algorithm. We note that for initial conditions (α, γ) ∈ Pn it is known that the
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trajectory remains in Pn and converges to (α∞, 0), where α∞ ∈ Sn = Pn(0) [12]. Of
course to say (α, γ) ∈ Pn is to say that to (α, γ) there corresponds a positive real,
rational function v. It is important to note that

v(z) =
1

2
+

∞∑
i=1

ciz
i, (5.26)

where the covariance sequence (1, c1, c2 . . . ) has as its corresponding sequence of Schur
parameters the components of the partial state γ(t) propagated by this dynamical
system.

This observation provides a useful alternative for an analysis of the minimal partial
stochastic realization problem. Indeed, in this language, we note that to say that a
modeling filter corresponding to a pair (α, γ) has degree less than or equal to n∗ is to
say that f(α, γ) = 0, where f : R2n → R

n is defined by


f1(α, γ) = γn∗ + α1(1)γn∗−1 + α2(1)γn∗−2 − · · · + αn∗(1)γ0

f2(α, γ) = γn∗+1 + α1(2)γn∗ + α2(2)γn∗−1 + · · · + αn∗(2)γ1

...

fn−n∗(α, γ) = γn−1 + α1(n− n∗)γn−2 + α2(n− n∗)γn−3 + · · · + αn∗(n− n∗)γn−n∗−1

(5.27)

More precisely, if the degree of (5.26) is less than or equal to n∗, there is a recursion

γt+n∗ = −α1(t+ 1)γt+n∗−1 − α2(t+ 1)γt+n∗−2 − · · · − αn∗(t+ 1)γt (5.28)

of type (A.12), where α(t) = (α1(t), . . . , αn∗(t))′ and γ(t) = (γt, γt+1, . . . , γt+n∗−1)
′

are generated by a reduced order dynamical system (A.9) of dimension 2n∗. In order
also to match the remaining n − n∗ Schur parameters γn∗ , . . . , γn−1, the constraints
f(α, γ) = 0 are therefore required. We note that, for fixed γ, f1(α, γ) = 0 is of
course an alternative expression for the resultant of the pair (a, b) of polynomials
corresponding to (α, γ). We are now in a position to complete our proof of Theorem
2.2 with the following sequence of lemmas.

Lemma 5.12. Let n∗ be any integer satisfying 0 ≤ n∗ ≤ n. Then the subsets S(n∗) of
R

n consisting of partial covariance sequences (c1, c2, . . . , cn) having a minimal stochas-
tic realization of degree n∗ is a nonempty semialgebraic set. The subset Σ(n∗) of those
partial covariance sequences c having a minimal stochastic realization of degree less
than or equal to n∗ is also semialgebraic.

Proof. We begin by proving that S(n∗) and Σ(n∗) are semialgebraic. As in the proof
of Theorem 5.3 it suffices to prove this claim in the γ coordinates. For codimension
greater than one, we consider the algebraic subset Mn∗ of R2n defined by Mn∗ =
f−1(0), where f is defined by (5.27). Since Mn∗ ∩ Pn is semialgebraic, Σ(n∗) =
pn(Mn∗ ∩ Pn) is also semialgebraic by the Tarski-Seidenberg Theorem [28]. In this
notation,

S(0) = Σ(0)

S(n∗) = Σ(n∗) \ Σ(n∗ − 1).

Since the complement of a semialgebraic set is semialgebraic, it follows from induction
that S(n∗) is semialgebraic.



      

PARTIAL STOCHASTIC REALIZATION 37

We next show that S(n∗), and hence Σ(n∗), is nonempty. As before, consider
the choice, (α̂, γ̂) = ((0, 0, . . . , 0), (0, . . . , γ̂n∗−1, . . . , 0), corresponding to a maximum
entropy filter of degree n∗

ŵ(z) = ρ
zn

∗

a(z)
,

where a(z) is the n∗th Szegö polynomial ϕn∗ . We shall further assume that γ̂n∗−1 	= 0
so that ϕn∗(0) 	= 0, and therefore ŵ has minimal degree n∗. We now note that, for all
choices of α, whenever n∗ is replaced by n∗ − 1, we must have

f1(α, γ̂) = γn∗−1 + α1(1)γn∗−2 + α2(1)γn∗−3 − · · · + αn∗−1(1)γ0 = γ̂n∗−1 	= 0.

In particular, for no choice of α will the modeling filter corresponding to (α, γ̂) have
degree less than n∗. That is, if ĉ is the partial covariance sequence corresponding to
γ̂, then ĉ ∈ S(n∗).

Lemma 5.13. Let n∗ be any integer satisfying 0 ≤ n∗ ≤ n. Then, there is an open
neighborhood of γ̂ such that, for all γ in this neighborhood, there does not exist an
α ∈ Pn(γ) for which the modeling filter corresponding to (α, γ) has degree less than
n∗.

Proof. Suppose the contrary, so that there exists a sequence {γi} approaching γ̂, such
that for each i there exists αi for which the degree of the system determined by (αi, γi)
is less than or equal to n∗ − 1. In particular, we must have that f1(α, γ) = 0 holds
with n∗ replaced by n∗ − 1. More explicitly, we must have

f1(α
i, γi) = γin∗−1 + αi

1(1)γin∗−2 + αi
2(1)γin∗−3 − · · · + αi

n∗−1(1)γi0 = 0

Since Pn is relatively compact, the sequence (αi, γi) has a cluster point and, by
choosing a subsequence if necessary, we may assume that (αi, γi) → (α0, γ̂) where
(α0, γ̂) ∈ Pn. This, however, leads to a contradiction since

0 = f1(α
i, γi) → f1(α

0, γ̂) = γ̂n∗−1 	= 0.

Lemma 5.14. Let n∗ be any integer satisfying 1
2
n ≤ n∗ ≤ n. Then, Σ(n∗) has a

nonempty interior which contains γ̂.

Proof. We shall show that there exists an open neighborhood Ω(n∗) of γ̂ in Rn such
that, for all γ ∈ Ω(n∗), there exists an α ∈ Pn(γ) for which the modeling filter
corresponding to (α, γ) has degree less than or equal to n∗. Existence of Ω(n∗) follows
from an application of the Implicit Function Theorem to the equation f(α, γ) = 0,
For the parameter choice (α̂, γ̂), recalling that the matrix A(γ) in the fast filtering
algorithm is upper triangular and that α̂ = 0, an interesting but routine calculation
shows that

∂f

∂α
(α̂, γ̂) =



γ̂n∗−1 ∗ . . . ∗ . . .

0 γ̂n∗−1 . . . ∗ . . .
...

. . .
0 . . . 0 γ̂n∗−1 . . .


 ,



      

38 C. I. BYRNES AND A. LINDQUIST

which, under our hypothesis, has rank n − n∗. Therefore, augmenting the equation
f(α, γ) = 0 by adding the slack equations



αn−n∗+1 = 0

αn−n∗+2 = 0
...

αn = 0,

(5.29)

we obtain a system of n equations g(α, γ) = 0 for which the Jacobian matrix ∂g
∂α

(α̂, γ̂)
has full rank. Therefore, for γ sufficiently near γ̂, there exists an analytic function
F such that α̂ = F (γ̂) and (α, γ) = (F (γ), γ) is a solution to f1(α, γ) = 0. Since,
for such γ, Pn is a nonempty open set and F continuous, it follows that Ω(n∗) is a
nonempty open neighborhood of γ̂ in Σ(n∗).

These lemmas imply that S(n∗) has a nonempty interior, for any integer n∗ satis-
fying 1

2
n ≤ n∗ ≤ n. We now show that if n∗ satisfies 0 ≤ n∗ < 1

2
n then the interior

of S(n∗) is empty. To this end, consider to each point c in Rn we assign the standard
Hankel matrix

C =



c1 c2 . . . cm
c2 c3 . . . cm+1
...

...
. . .

cm cm+1 . . . c2m−1


 ,

where either n = 2m is even or n = 2m+ 1 is odd. We also consider the algebraic set

Mn∗ = {(c1, c2, . . . , cn) | rank C ≤ n∗}.
Then (see [5] or Appendix B), Mn∗ is an algebraic subset of Rn having geometric (and
algebraic) dimension 2n∗. In particular, if n∗ satisfies 0 ≤ n∗ < 1

2
n, then Mn∗ has

empty interior. Since Mn∗ contains S(n∗), if n∗ satisfies 0 ≤ n∗ < 1
2
n, then the subset

S(n∗) of Pn has empty interior as well. This concludes the proof of Theorem 2.2.
From Theorem 2.2 and from Corollary 5.11, we can deduce the following properties

of S(n), differing substantially from the deterministic case.

Corollary 5.15. The subset S(n) is an closed semialgebraic subset of Cn\{0}, having
a nonempty interior.

Appendix A. Positivity of meromorphic and rational covariance exten-
sions

There are three principal constraints in the partial stochastic realization problem:
rationality, positivity and minimality of the (positive) degree. In Section 3, we
discussed classical and recent approaches to rationality, and the minimality of the
algebraic degree. Positivity also has deep historical roots, going back to the clas-
sical Carathéodory extension problem [14, 15]. It is well-known [26, 49] that to
any sequence (1, c1, c2, . . . , cn) one can bijectively assign a sequence (γ1, γ2, . . . , γn−1)
of Schur parameters defined in terms of the Szegö polynomials of the first kind
{ϕ0(z), ϕ1(z), ϕ2(z), . . . }, a sequence of monic Schur polynomials

ϕt(z) = zt + ϕt1z
t−1 + · · · + ϕtt,
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which are orthogonal on the unit circle [1, 26]. The Schur parameters are then given
by

γt =
1

rt

t∑
k=0

ϕt,t−kck+1, (A.1)

where r0, r1, r2, . . . and the coefficients {ϕti} can be determined recursively [1] by

rt+1 = (1 − γ2
t )rt ; r0 = 1 (A.2)

and the Szegö-Levinson equations{
ϕt+1(z) = zϕt(z) − γtϕ

∗
t (z) ; ϕ0(z) = 1

ϕ∗
t+1(z) = ϕ∗

t (z) − γtzϕt(z) ; ϕ∗
0(z) = 1

, (A.3)

with ϕ∗
t (z) being the reversed polynomials

ϕ∗
t (z) = ϕttz

t + ϕt,t−1z
t−1 + · · · + 1.

For the sake of completeness, we also define the Szegö polynomials of the second kind,
generated by the recursion{

ψt+1(z) = zψt(z) + γtψ
∗
t (z) ; ψ0(z) = 1

ψ∗
t+1(z) = ψ∗

t (z) + γtzψt(z) ; ψ∗
0(z) = 1

. (A.4)

Clearly {ψt(z)} are obtained from {ϕn(z)}, by merely switching the signs of the Schur
parameters.

These recursive schemes show that if (γ1, γ2, . . . , γm−1) are the Schur parameters
of (1, c1, c2, . . . , cm), then, for any k < m, (γ1, γ2, . . . , γk−1) are the Schur parameters
of (1, c1, c2, . . . , ck). It is a classical result of Schur [49] that these parameters satisfy
the condition

|γi| < 1, i = 0, 1, · · · , n− 1 (A.5)

if and only if the Toeplitz matrices

Ti =




1 c1 · · · ci
c1 1 · · · ci−1
...

...
. . .

...
ci ci−1 · · · 1


 i = 1, 2, · · · , n (A.6)

are positive definite. Moreover, there is a bijection [49] between the class of strictly
positive real (meromorphic) functions v(z) and the class of sequences (γ0, γ1, γ2, . . . )
satisfying

|γi| < 1 for i = 0, 1, 2, · · · . (A.7)

Now returning to the covariance extension problem, we note that, if the partial
covariance sequence (1, c1, c2, . . . , cn) is given, then the first n Schur parameters
(γ0, γ1, . . . , γn−1) are determined, and they satisfy the condition (A.5). Moreover,
there is a one-one correspondence between positive extensions cn+1, cn+2, cn+3, . . . and
extensions

γn, γn+1, γn+2, . . . ; |γi| < 1. (A.8)
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Consequently, (A.8) is a complete parameterization of all strictly positive real mero-
morphic functions interpolating 1, c1, c2, . . . , cn.

However, the basic question of which extensions (A.8) are rational remains open.
Partial results in this direction are provided in [22] in terms of asymptotic properties
of the Schur parameter sequence. For example, it is noted that for rational modeling
filters the Schur sequence is square summable and asymptotically rational. As it
turns out, these properties are a consequence of stable manifold theory for a certain
dynamical system. Indeed, in [10] we derived lower and upper bounds on the decay
rates of the Schur sequence by using an interpretation of the fast filtering algorithm
[37, 38] as a nonlinear dynamical system in (α, γ)-space [12]. In fact, the vector
sequence γ(t) = (γt, γt+1, . . . , γt+n−1)

′ is generated by the recursion

α(t+ 1) = A(γ(t))α(t), α(0) = α (A.9a)

γ(t+ 1) = G(α(t+ 1))γ(t), γ(0) = γ (A.9b)

where the matrix functions A,G : Rn → R
n×n are defined as

A(γ) =




1
1−γ2

n−1

γn−1γn−2

(1−γ2
n−1)(1−γ2

n−2)
· · · γn−1γ0

(1−γ2
n−1)···(1−γ2

0)

0 1
1−γ2

n−2
· · · γn−2γ0

(1−γ2
n−2)···(1−γ2

0)

...
...

. . .
...

0 0 · · · 1
1−γ2

0


 (A.10)

and

G(α) =




0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
−αn −αn−1 −αn−2 · · · −α1


 . (A.11)

In particular, this means that the Schur parameters are updated according to the
recursion

γt+n = −α1(t+ 1)γt+n−1 − α2(t+ 1)γt+n−2 − · · · − αn(t+ 1)γt. (A.12)

It can be shown that if (α, γ) ∈ Pn, i.e., if (α, γ) corresponds to a strictly positive
real v(z), then so does (α(t), γ(t)). Moreover, if at(z) and bt(z) are the a(z) and b(z)
polynomials corresponding to (α(t), γ(t)), the pseudo-polynomial

d(z, z−1) = rt[at(z)bt(z
−1) + at(z

−1)bt(z)] (A.13)

is invariant along the trajectory of (A.9).
Recall that, as pointed out above, rationality requires that γt → 0 as t → ∞, and

therefore ϕk(z) → zk and ψk(z) → zk so that at(z) and bt(z) tend to the same limit
α∞(z). But then we must have

at(z)bt(z
−1) + at(z

−1)bt(z) = 2r∞α∞(z)α∞(z−1), (A.14)

and consequently α∞(z) = σ(z) and r∞ = ρ2. Therefore, if (α, γ) corresponds to a
positive real v(z), the trajectory of the dynamical system (A.9) tends to (σ, 0). In
particular, the maximum entropy solution, corresponding to α = 0, will converge in
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n steps to (0, 0) so that σ(z) = zn and ρ =
√
rn, in harmony with the result reported

above.

Appendix B. Resultants and resultant varieties

The third major ingredient of the partial stochastic realization problem involves the
notion of degree of a rational function, i.e., understanding when there exists a solution
to the rational covariance extension problem having degree less than n. This occurs
of course when the numerator b and the denominator a of the rational interpolant
have roots in common.

There are many classical approaches to determining whether a pair of polynomials
have a root in common. Each of these gives rise to a particular polynomial test,
typically that of determining whether the resultant of a and b vanishes. Indeed, it
is because of the variety of possible constructions of the resultant that the following
result (see, e.g., [35]) is so important.

Theorem B.1. The resultant of two polynomials a, b of a single complex variable z
is, up to a nonzero multiplicative constant, the unique irreducible polynomial in the
coefficients of a and b which vanishes if, and only if, the polynomials a and b have a
root in common.

We denote by R(a, b) the irreducible polynomial constructed as follows. Suppose
the maximum of the degrees of a and b is n. Denote by Vn−1 the n-dimensional vector
space of polynomials of degree less than or equal to n − 1. Consider the linear map
M(a,b) : Vn−1 × Vn−1 → V2n−1 defined by

M(a,b)(u, v) = au+ bv. (B.1)

Then the resultant of a and b is given by

R(a,b) = detM(a,b). (B.2)

We observe that, if (u, v) belongs to the nullspace, kerM(a,b), of M(a,b), then

u

v
= − b

a
.

Since u and v are polynomials of degree at most n− 1, this implies that a and b must
have a nontrivial common factor θ = (a, b).

Remark B.2. More generally, the range space of M(a,b) consists of all polynomials
p ∈ V2n−1 having θ = (a, b) as a common factor, i.e.,

ImM(a,b) = {p ∈ V2n−1 | p = qθ}. (B.3)

We also remark that the matrix representation of M(a,b), with respect to the bases
consisting of the standard monomials, is the matrix arising in the classical determinant
expressions for the resultant (see, e.g. [35]). In particular, R(a, b) is an irreducible
polynomial. Alternatively, Kronecker constructed the resultant as the determinant
of the Hankel matrix. We first note that this polynomial, which of course vanishes
precisely when a and b have a root in common, is irreducible. Indeed, over the
complex field, the zero locus, Zn, consists of those complex Hankel matrices having
rank less than or equal to n−1 and is well-known to be an irreducible algebraic set. In
particular, the determinant of the Hankel matrix is a nonzero real multiple of R(a, b).
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The hypersurface Zn is of course singular; for example, the determinant and all of its
partial derivatives vanish at the the zero matrix. We are most interested in the set of
regular points of Zn, especially over R although our analysis extends mutatis mutandis
to C. Slightly modifying the notation in Brockett [5], we introduce the notation
Hank(n, r) for the space of sequences (c1, c2, . . . , c2n) for which the corresponding
Hankel matrix has rank r. In this notation,

Zn =
⋃

r≤n−1

Hank(n, r). (B.4)

Hank(n, n) is of course an open, dense subset of R2n with Zn as its complement.
According to Theorem 1 of [5], for each r < n the subset Hank(n, r) is a smooth
manifold of dimension n + r. In particular, the set of regular points of Zn coincides
with Hank(n, n− 1), i. e. with the pairs (a, b) having a simple common root.

We shall now describe the tangent space, T(a,b)(Zn), to Zn at a pair (a, b) in
Hank(n, n − 1). Tangent vectors to any point (a, b) in R2n can be represented as
pairs of arbitrary polynomials (u, v) where deg u ≤ n− 1 and deg v ≤ n− 1.

Proposition B.3. Suppose now that (a, b) = θ where deg θ = 1 and that a = a0θ and
b = b0θ. Then

T(a,b)(Zn) = {(u0θ, v0θ) + ρ(a0, b0) | deg u0 ≤ n− 2, deg u0 ≤ n− 2, ρ ∈ R}.
(B.5)

We may of course take R(a, b) as the defining equation for Zn. It is then clear from
calculating the Newton quotient for R(a, b) that each vector in the right hand side
of (B.5) is contained in T(a,b)(Zn). On the other hand, both sides of (B.5) are vector
spaces of dimension 2n− 1, so that equality in (B.5) obtains.
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361–374.

44. J.Makhoul, Linear prediction: A tutorial review, Proceedings IEEE 63 (1975), 561–580.
45. S. L.Marple, Jr., Digital Spectral Analysis and Applications, Prentice-Hall, 1987.
46. J. W. Milnor, Singular Points on a Complex Hypersurface, Princeton University Press, 19??.
47. B. P. Molinari, The time-invariant linear-quadratic optimal-control problem, Automatica 13

(1977), pp. 347–357.
48. J. Rissanen, Recursive identification of linear systems, SIAM J. Control 9 (1971), 420–430.
49. I. Schur, On power series which are bounded in the interior of the unit circle I and II, Journal

fur die reine und angewandte Mathematik 148 (1918), 122–145.
50. P. van Overschee and B. De Moor, Subspace algorithms for stochastic identification problem,

IEEE Trans. Automatic Control AC-27 (1982), 382–387.
51. A. S. Willsky, Digital Signal Processing and Control and Estimation Theory, MIT Press, 1979.

Department of Systems Science and Mathematics, Washington University, St. Louis,
Missouri 63130, USA

Division of Optimization and Systems Theory, Royal Institute of Technology, 100
44 Stockholm, Sweden


