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Abstract— In radio resource management for cellular net-
works a trade-off has to be made between the congestion
level, related to cell coverage and intercell interference, and
the Quality of Service (QoS), or data rates of the users. Herein
this is implemented by using a fast inner power control loop
and an outer rate control algorithm, working on a slower time
scale.

Due to the distributed nature of the network, both infor-
mation and control is distributed. Measurements of congestion
and QoS are used in the control loops and this introduces a
nonlinear feedback. Another complicating factor is that filter-
ing, computations and information exchange in the network
introduce time delays.

In this paper we propose a general high order model as
a cascade system with an outer and inner control loop. The
control algorithms use distributed information available in the
network. The full system model includes the nonlinear feedback
from congestion and QoS measurements, time delays and time-
scale modelling. We provide sufficient conditions for stability
and convergence of the system. Our primary analysis tool is
input output theory.

I. I NTRODUCTION

We consider uplink in a WCDMA (Wideband Code
Division Multiple Access) cellular network. WCDMA is
currently undergoing a strong expansion globally and will
remain the main provider of cellular data traffic for many
years. The demand for high and stable throughput for data
users increases constantly and this entails a challange to
allocate and control the radio resourses efficiently.

To maintain the Quality of Service (QoS) of the users and
to control congestion in the network, there are several control
loops in wireless cellular networks. In the WCDMA stan-
dard, the users transmit on the same channel using orthogonal
codes. In uplink, however, part of the orthogonality is lost.
This causes an important feedback interconnection between
the users for the control loops regulating on congestion
and QoS. A fast distributed inner power control loop is
used to ensure that the QoS is maintained under rapidly
changing radio and interference conditions. By updating the
transmission powers of the users, the inner power control
loop tracks a reference value of the Signal to Interference
Ratio (SIR), which is related to the QoS and data rate. The
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reference SIR-value is set by a slower outer rate control loop,
which makes sure that the cell coverage is maintained by
tracking a congestion reference. The outer loop works on a
slower time scale, but the joint dynamics cannot be neglected.

An important motivation for using an outer control loop
is to prevent power rushes, where the transmission powers
of the users heavily increase. It is well known that if the
SIR-target value is set too high, there exist no positive
transmission powers such that the target SIR is achieved. The
users will then compete with increasing transmission powers.
In e.g. [16], [17] and [19] it was also shown that power
rushes can be caused in the inner loop by too aggressive
control algorithms in combination with delay. In e.g. [11]
it was shown that by using a Smith predictor it is possible
to compensate for delay. Typically there are delays both in
the inner and outer control loop, which motivates the use of
higher order control laws.

While the fast power control loop has been extensively
studied over the last two decades, the outer loop has drawn
less attention. Previous works concern mostly the aspect of
rate allocation and have often used an optimization approach,
see e.g. [5], [6], [9], [13], [14], [15] and [22]. In [15] conver-
gence of distributed algorithms was studied, but only when
assuming that the control loops work on different time scales.
Joint dynamics for a type of outer loop algorithms were
studied in [1] and [20]. Both considered a simplified linear
system model, treating the nonlinear effects of interference
and congestion feedback as additive disturbances.

The main contribution of this paper is the modelling and
analysis of the joint dynamics of the two control loops. We
derive the system model in a control theoretic framework
and consider conditions for feasibility of the joint system.
We also perform a general stability analysis using input
output tools. Sufficient conditions are given for stabilityand
convergence of the system. Then we focus on local analysis,
where the problem structure is exploited. In particular we use
scaling multipliers to sharpen the results from the previous
section. This reveals a similar structure of the nonlinearities
in the inner and outer loop.

The gains of using an outer loop are illustrated by simula-
tions and analysis. In particular we show that power rushes
can be prevented and we model a realistic scenario of a
WCDMA network with delays and time-scale difference.



The outline of the paper is as follows. In Section II we
define the setting of the problem and in Section III the
system model is derived. Equilibrium conditions are studied
in Section IV and in Section V we analyze the relation
between congestion and rate. This is followed by our main
stability results in Section VI and VII. In Section VIII we
consider examples and present simulations. The paper is
concluded in Section IX.

II. SYSTEM MODEL AND DEFINITIONS

Consider a network withn mobiles transmitting ton
receivers at base stations. The base stations could be common
for different users or just operating a single mobile. An
example is shown in Figure 1. Let the channel gain between
transmitterj and receiveri be denoted bȳgij . Assume that
ḡij ≥ 0,∀(i, j) and ḡii > 0,∀i. Define the channel gain
matrix Ḡ by Ḡ := [ḡij ]

n
i,j=1. Define also the matrixF̄

componentwise by

F̄ij :=

{
0, i = j,

ḡij , i 6= j,
(1)

and∆̄ as the diagonal matrix with̄gii in the diagonal element
i, and letg := [ln(ḡ11), . . . , ln(ḡnn)]T .

Define p̄i as the transmission power of useri and p̄ :=
[p̄1, . . . , p̄n]T . We similarly denote the background noise of
receiver i by σ̄2

i and σ̄2 := [σ̄2
1 , . . . , σ̄2

n]T . The Signal to
Interference Ratio (SIR) of useri, measured at receiveri, is

γ̄i :=
ḡiip̄i∑

j 6=i ḡij p̄j + σ̄2
i

(2)

and γ̄ := [γ̄1, . . . , γ̄n]T . The data rate of a user is related to
its SIR by the Shannon capacity formulalog(1 + γ̄i). The
target SIR is defined bȳγ† := [γ̄†

1, . . . , γ̄
†
n]T .

The Rise over Thermal (RoT) is a measure of the con-
gestion of a cellular network. It can be measured in the
receiver and it is common to have constraints on the RoT-
level, typically RoT i[t] ≤ RoT

max

i , where RoT
max

i is
the maximum RoT of useri. The motivation behind this
constraint is that the congestion is related to the coverage
of the cell. By limiting the congestion it is possible for new
users to enter the cell, see e.g. [15]. The total load at receiver
i, here denoted bȳLtot

i , is defined as

L̄tot
i :=

∑n
j=1 ḡij p̄j∑n

j=1 ḡij p̄j + σ̄2
i

,

and it is related to the RoT through the relation̄Ltot
i =

1− 1
RoT i

. Define the target total load,̄L† := [L̄†
1, . . . , L̄

†
n]T ,

by

L̄†
i := 1 − 1

RoT
†

i

,

whereRoT
†

i is the target RoT. For notational convenience
we also introduce the diagonal matrix̃L† with the diagonal
entriesL̄†

i .
We use the notation diagi(xi) to denote the diagonal

matrix with xi in the diagonal elements, and we letM i

denote the i:th row of a matrixM . We will frequently
use both linear and logarithmic scale. For clarity we use
the conventionx̄ to denote linear scale andx to denote
logarithmic scale of a variable or constantx, e.g.x = ln(x̄).
Let σ(M) denote the spectrum andρ(M) denote the spectral
radius of a matrixM . We say that a matrix,M , is non-
negative ifMij ≥ 0,∀i, j and that a vector,x, is non-negative
if xi ≥ 0,∀i. Similarly we say that a matrix or vector is
positive if Mij > 0,∀i, j, or xi > 0,∀i.

σ̄2

1
σ̄2

2

ḡ11p̄1

ḡ12p̄2
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ḡ22p̄2

BS1 BS2
MS1 MS2

Fig. 1. Example of network setting.

III. I NNER AND OUTER CONTROL ALGORITHMS

In a cellular system the channel gains and the system
parameters constantly change and there are disturbances
and uncertainties. This means that the system never reaches
equilibrium and this motivates the use of control strategies
to ensure system performance. In this section we model the
control loops that ensure that the congestion is limited and
the desired QoS achieved.

The system model can be seen as a cascade control system
with an inner and outer control loop, see Figure 2. The model
includes high order dynamics. This makes it possible to
model time delays, filters and high order control algorithms.
Furthermore, in real applications of cellular systems there is
a time-scale difference between the loops. We show that this
can be modelled by a high order outer loop controller.

Outer loop Inner loop
FastSlow

SIR

RoT

RoT-target SIR-target

Channel

Power

Fig. 2. Scheme over functionality of the outer and inner powercontrol
loops. The outer loop controls congestion by setting the SIR-target to
the inner loop. The inner loop controls the SIR-level by changes in the
transmission powers.

A. Inner loop

Power control algorithms for the inner loop has been
extensively studied, see e.g. [8] [10] [11] [16] [19] [21].
Foschini and Miljanic proposed the SIR-based Distributed



Power Control (DPC) algorithm [8], defined by

p̄i[t + 1] :=
γ̄†

i

γ̄i[t]
p̄i[t], (3)

where γ̄†
i is the SIR-target. Assuming that the base station

knows the actual transmission power of the mobile, the
DPC-algorithm in (3) can be written as a linear system
and easily analysed. However, in many real networks the
feedback control is kept to a minimum. This means that
the information exchange in the network must be distributed
and the base station can typically only measure the power
received,ḡiip̄i(t), not the individual terms.

By introducing logarithmic variables we can rewrite (3)
such that the distributed nature of the information exchange
is clarified. Indeed, withpi[t] := ln(p̄i[t]) andγ†

i := ln(γ̄†
i ),

we can rewrite (3) as

pi[t + 1] = pi[t] + (γ†
i − γi[t]) (4)

where

γi[t] := ln(γ̄i[t]) = ln(ḡiip̄i[t]) − ln
(∑

j 6=i

ḡij p̄j [t] + σ̄2
i

)
.

By using the time-shift operatorq, defined byqpi[t] :=
pi[t + 1], we may rewrite (4) on input output form as
pi[t] = R(q)(γ†

i − γi[t]), whereR(q) = 1
q−1 .

A challenge in control of cellular networks is to maintain
robustness to delays. In e.g. [3], [4] and [23] it has been
shown that the DPC-algorithm converges for any transmis-
sion delay of the interfering powers. However, in a cellular
system there are typically no large transmission delays, but
there are delays due to measuring, filtering, computations
and control signalling to the mobile user. These delays
can be modelled and are crucial for system stability. For
example, a computational delay of size one can be modelled
by R(q) = 1

q(q−1) . The resulting system is then of higher
order and is most conveniently modelled in the logarithmic
scale. We consider high order inner power control algorithms
of the general form

pi[t] := Ki,1(q)
(
γ†

i − gii + ln
(∑

j 6=i

ḡij p̄j [t] + σ̄2
i

))
, (5)

wheregii := ln(ḡii), Ki,1(q) := Ri(q)
1+Ri(q)

, which we assume

to be stable, andRi(q) :=
bi,1(q)
ai,1(q)

, whereai,1(q) andbi,1(q)

are polynomials inq andai,1(q) is a stable polynomial. For
the DPC-algorithm in (4) we obtain the above form by using
that ln(ḡiip̄i[t]) = gii + pi[t] and by takingRi(q) = 1

q−1 .
The distributed nature of the inner loop is illustrated within
the dotted lines in Figure 3.

Remark 1:Given thatRi(q) has an integrator, i.e. a term
1

q−1 , the experienced SIR will be equal to the target SIR
in the equilibrium. If there is no integrator, the equilibrium
SIR will be different from the reference value given by the
outer loop. The steady state properties are not affected, since
we will require an integrator in the outer loop. However,
pole placement in the inner loop can be used to enhance
performance.
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Fig. 3. Outer and inner loop in block diagram.

B. Outer loop

The outer loop controls on the total load as congestion
measure and dynamically sets the reference value to the inner
power control loop. When the inner loop has an integrator,
the reference value can be interpreted as the target SIR, see
Remark 1. Therefore we use that notation in the following
derivations.

We begin by defining a first order update algorithm, which
we later extend to include delays and higher order control
laws, analogously to the inner loop model. Consider the
update algorithm for̄γ†

i in linear scale given by

γ̄†
i [t + 1] =

L̄†
i

L̄tot
i [t]

γ̄†
i [t],

i.e. similar to the DPC-algorithm, but with the difference
that now the experienced total load is compared to the target
total load. In logarithmic scale the update algorithm can be
written as

γ†
i [t + 1] = γ†

i [t] + L†
i − Ltot

i [t],

whereL†
i := ln(L̄†

i ) and

Ltot
i [t] = ln

( n∑

j=1

ḡij p̄j [t]
)
− ln

( n∑

j=1

ḡij p̄j [t] + σ̄2
i

)
.

Similarly as for the inner power control loop, we consider
higher order control algorithms on the following general
form

γT
i [t] := Ki,2(q)ei[t],

where Ki,2(q) :=
bi,2(q)

(q−1)ai,2(q)
, and ai,2(q) and bi,2(q) are

polynomials inq, ai,2(q) assumed to be a stable polynomial,
and whereei[t] := L†

i − Ltot
i [t].

The intuitive idea of controlling on total load is that if
the powers increase, the total load will increase above the
reference value, which will decrease the target SIR, leading
to lower powers. Similarly, if the powers are low, higher



e[k] eL[k] eLd[k′] γ
†
L
[k′] γ†[k]

L̂(z) ↓ N ↑ NK̂0(z)

Fig. 4. Modelling of time-scale difference. A low-pass filterL̂(z) is first
applied for anti-aliasing. It is followed by downsampling, the outer loop
controller and finally upsampling.

powers can be allowed, raising the target SIR and eventually
the powers.

The joint system model in logarithmic scale is illustrated in
the block diagram in Figure 3. Note that filters for measured
signals in both the inner and outer loop easily can be included
in this framework, but for clarity this is omitted.

C. Time-scale difference

In the joint system we assume that there are two rates. A
faster rate, on which the inner power control loop works, and
a slower rate, on which the outer loop works. Furthermore,
we assume that the error,e[t] = L† − Ltot[t], is computed
at the higher rate, as it is sampled at the base station. This
can be modelled by a chain of operations containing a low-
pass filter, downsampling, control and upsampling. This is
illustrated in Figure 4.

A low-pass filter is needed to avoid aliasing and the cut-
off frequency should be chosen near the Nyquist frequency.
Downsampling reduces the data rate by selecting everyN :th
sample out of the filtered signal. The outer loop controller
then works on this reduced data rate. After the controller the
rate is again upsampled by sample and hold. This implies
that the output signal of the controller is set constant forN
time steps of the faster rate.

To include this in our model we consider the z-transforms
of the operations. Let the low-pass filter be linear and causal
and with the impulse response

L(q) :=

∞∑

k=0

L[k]q−k.

If we let the filtered error be denoted byeL[k], we have

eL[k] =

k∑

l=0

L[k − l]e[l].

The filtered error signal is now downsampled by taking every
N :th sample to the signaleLd[k

′]. We then have

eLd[k
′] = eL[k′N ] =

k′N∑

l=0

L[k′N − l]e[l], ∀k′.

Let the z-transforms ofL, eL andeLd be denoted bŷL(z),

êL(z) and êLd(z). We have

êLd(z) =

∞∑

k′=0

eLd[k
′]z−k′

=
∞∑

k′=0

k′N∑

l=0

L[k′N − l]e[l]z−k′

=
∞∑

k′=0

k′N∑

l=0

L[k′N − l]z−(k′N−l)/Ne[l]z−l/N

=

∞∑

l=0

∞∑

k′=⌈l/N⌉

L[k′N − l]z−(k′N−l)/Ne[l]z−l/N

=
{

m = k′N − l
}

=
∞∑

l=0

∞∑

m=0

L[m]z−m/Ne[l]z−l/N

=

∞∑

l=0

e[l]z−l/N
∞∑

m=0

L[m]z−m/N

= L̂(z1/N )ê(z1/N ),

where⌈·⌉ is the ceiling function that rounds up to the lowest
following integer. Denote the outer loop controller on the
slower time-scale bŷK0(z) and the SIR-target output on the
slow rate byγ†

L[k′]. It is then given by

γ̂†
L(z) = K̂0(z)L̂(z1/N )ê(z1/N ).

The final step is upsampling by sample and hold. Denote
the z-transform of the SIR-target on the fast time-scale by
γ̂†(z). We get

γ̂†(z) =

∞∑

k=0

γ†[k]z−k

=

∞∑

k′=0

γ†
L[k′]




(k′+1)N−1∑

k′′=k′N

z−k′′





=

∞∑

k′=0

γ†
L[k′]z−k′N

(
1 − z−N

1 − z−1

)

= γ̂†
L(zN )

(
1 − z−N

1 − z−1

)
.

Finally we arrive at the compound transfer function including
all operations

K̂2(z) = K̂0(z
N )L̂(z)

(
1 − z−N

1 − z−1

)
.

Note that the derivation is based on the assumption that the
filter is ideal so that no aliasing occur.

Consider a simple outer loop controller with an integrator,
e.g. K̂0(z) = KI

z−1 , whereKI is a constant. This results in
the transfer function

K̂2(z) =
KI

zN−1(z − 1)
L̂(z),



i.e. an integrator with an additional delay ofN − 1 samples
and the low-pass filter. The cut-off frequency of the low-
pass filter should be near the Nyquist frequencyws = π

N .
We observe that if we assume no low-pass filter and no time-
scale difference, i.e.N = 1, we recover the original outer
loop controller by substitutingz with q. We will use the
notationK2(q) for the outer loop control, which may then
include modelling of time-scale differences.

IV. EQUILIBRIUM POINT

In this section we study conditions for a unique equilib-
rium point and its properties for the system model introduced
in the previous section.

Proposition 1: In the equilibrium it holds that̄L†
i = L̄tot

i

for all usersi.
Proof: A proof is given in the appendix.

Proposition 2: Assume that̄L†
i < 1,∀i, and thatḠ−1 ex-

ists. Recall that̃L† = diagi(L̄
†
i ). Then the unique equilibrium

powers,p̄∗, are given by

p̄∗ = ((I − L̃†)Ḡ)−1L̃†σ̄2.

A sufficient and necessary condition for finite non-negative
powers is

Ḡ−1





L̄†
1

1−L̄†
1

σ̄2
1

...
L̄†

n

1−L̄†
n

σ̄2
n




≥ 0. (6)

Proof: Using Proposition 1 we have

L̄tot
i (t) = L̄†

i ∀i ⇔
∑n

j=1 ḡij p̄j∑n
j=1 ḡij p̄j + σ̄2

i

= L̄†
i ∀i ⇔

n∑

j=1

ḡij p̄j = L̄†
i

( n∑

j=1

ḡij p̄j + σ̄2
i

)
∀i ⇔

(1 − L̄†
i )

n∑

j=1

ḡij p̄j = L̄†
i σ̄

2
i ∀i ⇔

(1 − L̄†
i )Ḡ

ip̄ = L̄†
i σ̄

2
i ∀i ⇔

(I − L̃†)Ḡp̄ = L̃†σ̄2 ⇔
p̄∗ = ((I − L̃†)Ḡ)−1L̃†σ̄2

The condition for existence of non-negative powers can be
written as((I−L̃†)Ḡ)−1L̃†σ̄2 ≥ 0, which can be rewritten to
Ḡ−1(I−L̃†)−1L̃†σ̄2 ≥ 0. Since(I−L̃†) is a diagonal matrix

it can easily be inverted, giving(I−L̃†)−1 = diagi

(
1

1−L̄†
i

)
.

Multiplying with L̃† and σ̄2 we get a vector with elements
L̄†

i

1−L̄†
i

σ̄2
i ,∀i. Sufficient and necessary conditions for the exis-

tence of non-negative powers can hence be stated as in (6).
Note thatḠ−1 exists with probability one.
Inspired by this we make the following definition.

Definition 1: The joint system is feasible if there exist
finite non-negative powers corresponding to the target total
load.

Note that feasibility of the system implies that the SIR of
all users will be non-negative in the equilibrium. This follows
since the powers and all system parameters are non-negative.

For the inner power control loop, feasibility is usually
defined in terms of the target SIR and system parameters
∆̄ and F̄ . Feasibility of the inner power control loop also
implies the existence of finite non-negative powers. Hence
also the joint system feasibility can be guaranteed with the
same condition. This is shown in the following proposition.
First define the equilibrium SIR1 of user i by γ̄∗

i and let
Γ̄∗ := diagi(γ̄

∗
i ).

Proposition 3: Assume thatρ(Γ̄∗∆̄−1F̄ ) < 1. Then the
system is feasible and̄L†

i < 1,∀i.
Proof: A proof is given in the appendix.

Note that the equilibrium total load is then implicitly de-
termined by the choice of SIR-target. Note also that the
converse of this proposition does not hold, i.e. there could
be solutions to the equilibrium equation

p̄∗ = ((I − L̃†)Ḡ)−1L̃†σ̄2,

where the power vector has negative components even
thoughL̄†

i < 1,∀i.
This is shown in the following example.
Example 1:Let

Ḡ =




1 0.01 0.01

0.01 1 0.01
0.01 0.01 1



 , σ̄2 =




0.05
0.05
0.05



 .

Let the target total load be given bȳL†
1 = 0.6667 and L̄†

2 =
L̄†

3 = 0.9951. This gives the equilibrium power and SIR
vectors

p̄∗ = [−0.1, 10, 10]T , γ̄∗ = [−0.6667, 0.9853, 0.9853]T .
The system in the example is infeasible, since there are no
non-negative powers giving the desired total load target. Fur-
thermore the equilibrium SIR corresponding to the negative
power is negative.

The following proposition shows that this is always the
case.

Proposition 4: Assume that̄L†
i ∈ [0, 1),∀i. Then a nega-

tive element of the power vector corresponds to a negative
SIR.

Proof: A proof is given in the appendix.
Remark 2:Total load is a decentralized measure and

global information is needed to avoid infeasibility. In Sec-
tion VIII we will consider the properties of an infeasible
system.

V. CONGESTION ANDQOS PROPERTIES

In this section we show the relation between the total load,
determining the congestion, and the SIR, determining the
throughput, or QoS. Any feasible power vector corresponds
to a total load and a SIR. Through the powers, for given
system parameters, we obtain a relation between the total
load and the SIR.

1Recall that if there is an integrator in the inner loop, the equilibrium
SIR and the target SIR are equal.
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Fig. 5. The relation between total load target and transmission powers and
SIR for an example. Note that the y-axis is in logarithmic scale, whereas
the x-axis is in linear scale.

Example 2:Consider the system given by

Ḡ =




1.0000 0.0010 0.0050
0.0250 1.0000 0.0025
0.0100 0.0010 1.0000



 and σ̄2 =




0.05
0.05
0.05



 .

In Figure 5 we can see the equilibrium power and SIR as
functions of the total load target, which is set equal for all
users. An increase in the total load target leads to an increase
of the SIR and the transmission powers.
The example indicates that to maximize the throughput, the
total load target should be chosen as high as possible. The
following proposition confirms this rule of thumb.

Proposition 5:

γ̄i =
L̄tot

i − K̄i

1 − L̄tot
i

and L̄tot
i =

γ̄i + K̄i

γ̄i + 1
,

whereK̄i is given by

K̄i :=

∑
j 6=i ḡij p̄j∑

j 6=i ḡij p̄j + σ̄2
i

. (7)

In e.g. [19] Ki was shown relate to stability of the inner
power control loop.

Proof: A proof is given in the appendix.
The relation between the total load target and the SIR is

however not always intuitive. This is due to the nonlinear
relation through the equilibrium powers. The following ex-
ample illustrates how an increase of the total load target for
one user leads to an increased SIR for the same user, but to
the cost of a larger decrease of the SIRs for the other users.

Example 3:Let

Ḡ =




1.0000 0.5500 0.0050
0.4000 1.0000 0.4000
0.0100 0.5500 1.0000



 and σ̄2 =




0.05
0.05
0.05



 .

First consider using the target total load̄L†1
i = 0.8,∀i. This

gives the equilibrium powers and SIRs

p̄1 = [0.1590, 0.0731, 0.1582]T and

γ̄1 = [1.7469, 0.4135, 1.7230]T .

Let the sum of the Shannon capacities be a measure of the
joint throughput. Then the throughput is equal to0.2188.

Now consider increasing the total load of user two. Let the
new assignment of total load be given byL̄†2

1 = L̄†2
3 = 0.8

and L̄†2
2 = 0.82. The new equilibrium powers and SIRs are

given by

p̄2 = [0.1320, 0.1224, 0.1313]T and

γ̄2 = [1.1186, 0.7883, 1.1068]T .

We note that the SIR of user two has increased, and that
the SIRs of the other two users have decreased. The new
throughput is−0.0243, which is lower than for the original
total load target assignment.

The exact relation between total load and SIR is given in
the following proposition.

Proposition 6: Assume that the system is feasible with
respect to a given SIR,̄Γ∗. Then the target total load,̄L†, is
positive and is given componentwise by

L̄†
i =

M̄ iσ̄2

(I + M̄)iσ̄2
,

whereM̄ := Ḡ(I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1.
Assume that the system is feasible for a given total load,

L̄†. Then the SIR,̄Γ∗, is positive and is given componentwise
by

γ̄∗
i =

N̄ iσ̄2

(∆̄−1 + ∆̄−1F̄ N̄)iσ̄2
,

whereN̄ := ((I − L̃†)Ḡ)−1L̃†.
Proof: A proof is given in the appendix.

VI. STABILITY ANALYSIS

The stability analysis in this section is of a rather general
form and we discuss more about the problem structure and
study some important examples in more detail in a later
section. We first rewrite the system to a more compact
form. Then we consider the resulting blocks as operators
on a Banach space and apply Lipschitz analysis to obtain
sufficient conditions for stability and convergence of the
system.

The analysis is made using logarithmic scale and is based
on the existence of an equilibrium point,p∗. We consider the
dynamics of deviations around the equilibrium point,z =
p − p∗ and disturbancesδr.

The full system model, depicted as a block diagram in
Figure 3, can equivalently be rewritten into the system in
Figure 6, where an artificial lower and upper loop is added
with gain C, where C = diagi(Ci). This results inΦout

being dependent ofC. Note that this way of rewriting the



γ†

Φout

P

P

Φin

K1,1

Kn,1

K1,2

Kn,2

z

C

−

+
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+

Fig. 6. Rewritten block diagram of joint outer and inner loopwith an
artificial lower loop with gainC.

δr

[Φin, Φout]T

P

[H1, H2]
z + +

Fig. 7. Input output form of the joint system.

system is only for analysis purpose. We have used the
following notation.

Φout(z) := [Φout
1 (z), . . . ,Φout

n (z)]T

Φin(z) := [Φin
1 (z), . . . ,Φin

n (z)]T

Φout
i (z) := ln

(∑n
j=1 ḡije

p∗
j ezj + σ̄2

i∑n
j=1 ḡije

p∗
j ezj

)
+ Cizi + L†

i

Φin
i (z) := ln

( n∑

j 6=i

ḡije
p∗

j ezj + σ̄2
i

)
− γ†

i (p
∗) − gii − p∗i

K1(q) := diagi(Ki,1) = diagi(Ri(q)/(1 + Ri(q)))

K2(q) := diagi(Ki,2).

We now further rewrite the system to input output form,
see Figure 7, where

H1(q) := (I + K1(q)K2(q)C)−1K1(q)

H2(q) := (I + K1(q)K2(q)C)−1K1(q)K2(q).

The analysis will be performed in the following signal
spaces
(i) ln∞ := {z : N → R

n
∞ : ‖z‖∞ < ∞}

(ii) ln2,∞ := {z : N → R
n
∞ : ‖z‖2,∞ < ∞}

where the norms are defined as‖z‖∞ := supk |z[k]|∞ and
‖z‖2,∞ := (

∑∞
k=0 |z[k]|2∞)1/2. The spatial dimension will

often be suppressed. It has previously been established that
use of thel2-space is not appropriate for this kind of analysis,
see e.g. [17] or [18] for a further discussion on choice of
signal spaces.

Let F be a nonlinear operatorF : X → X such that
F (0) = 0 andX is a normed vector space. Then the global

Lipschitz constant is defined as

L[F ;X] := sup
z1,z2∈X,z1 6=z2

‖F (z1) − F (z2)‖X

‖z1 − z2‖X
,

where ‖ · ‖X denotes the norm onX. For us it will be
interesting to consider the Lipschitz constant on a subsetBX

of X defined by how large deviations around the equilibrium
we consider. Define

L[F ;BX ] := sup
z1,z2∈BX ,z1 6=z2

‖F (z1) − F (z2)‖X

‖z1 − z2‖X
.

For linear operators the gain and Lipschitz constants
coincide. Thel1-norm of a linear systemHi is defined as

‖Hi‖1 :=
∞∑

k=0

|hi[k]|,

wherehi[k] is the impulse response at timek. For a diagonal
matrix H, H(q) = diagi(Hi), the induced norms froml∞
and l2,∞ become (see e.g. [7])

‖H‖l∞→l∞ = ‖H‖1 := max(‖H1‖1, . . . , ‖Hn‖1)

‖H‖l2,∞→l2,∞
≤ ‖H‖1,1 :=

∞∑

k=0

|h[k]|1,

where we used the matrix norm|M |1 = |M |Rn
∞→Rn

∞
=

max1≤i≤n

∑n
j=1 |Mij |. Clearly‖H‖1 ≤ ‖H‖1,1, and equal-

ity holds if Hi = Hj ,∀(i, j).
Let X be either of the spacesln∞ or ln2,∞. Consider the

set B ∈ R
n, defined componentwise bypmin

i ≤ pi ≤
pmax

i ,∀i, wherepmin
i , pmax

i are lower and upper bounds on
the transmission powers of the users. The induced sets for
the deviations around the equilibrium point,z, are then given
by

B∗ := {z ∈ R
n
∞ : pmin

i − p∗i ≤ zi ≤ pmax
i − p∗i ,∀i} (8)

B∗
X := {z ∈ X : z[k] ∈ B∗,∀k}. (9)

For our analysis we need to consider the maximum interior
balls in B∗ andB∗

X , which are defined as

B∗(γ) := {z ∈ R∞ : |z|∞ ≤ γ},
B∗

X(γ) := {z ∈ X : z[k] ∈ B∗(γ), ∀k},

whereγ := mini{min{p∗i − pmin
i , pmax

i − p∗i }}.
Proposition 7:

L[Φin;B∗
l∞(γ)] = L[Φin;B∗

l2,∞
(γ)] = L[Φin;B∗(γ)]

= max
z∈B∗(γ)

|∇Φin(z)|1

= max
i

F̄ iep∗+zmax

σ̄2
i + F̄ iep∗+zmax

< 1,

where ep∗+zmax

:= [ep∗
1+zmax

1 , . . . , ep∗
n+zmax

n ] and zmax
i :=

pmax
i − p∗i ,∀i.

Proof: See [17] or [19].



Proposition 8:

L[Φout;B∗
l∞(γ)] = L[Φout;B∗

l2,∞
(γ)] = L[Φout;B∗(γ)]

= max
z∈B∗(γ)

|∇Φout(z)|1

= max
i

max
z∈B∗(γ)

(
σ̄2

i F̄ iep∗+z

(Ḡiep∗+z + σ̄2
i )(Ḡiep∗+z)

+

∣∣∣∣Ci −
σ̄2

i ḡiie
p∗

i ezi

(Ḡiep∗+z + σ̄2
i )(Ḡiep∗+z)

∣∣∣∣

)

Proof: A proof is given in the appendix.
Note that the Lipschitz constant depends on the value of

the parameterC.
We are now ready for our main theorem on stability.
Theorem 1:Assume that

‖H1‖1L[Φin;B∗(γ)] + ‖H2‖1L[Φout;B∗(γ)] < 1,

then there exists a unique power trajectoryz ∈ B∗
l∞

(γ) for
all

‖δr‖∞ ≤γ
(
1 − ‖H1‖1L[Φin;B∗(γ)]

− ‖H2‖1L[Φout;B∗(γ)]
)
.

(10)

If it in addition holds that‖δr‖l2,∞
< ∞ and that

‖H1‖l2,∞→l2,∞
L[Φin;B∗(γ)]

+ ‖H2‖l2,∞→l2,∞
L[Φout;B∗(γ)] < 1,

thenp[k] → p∗ ask → ∞.
Proof: A proof is given in the appendix.

Remark 3: In the analysis we rewrite the system by intro-
ducing the direct feedback with gainC to the system part of
the block diagram, see Figure 6. This loop transformation is
needed, since thel1-norm of the integrator inK2 is infinite.

VII. SCALING MULTIPLIERS AND LOCAL ANALYSIS

Structure of the problem can be understood by introducing
scaling multipliers, see Figure 8. This gives the transformed
but equivalent system where

Ĥ1(q) := D−1H1(q)D = H1(q)

Ĥ2(q) := D−1H2(q)D = H2(q)

Φ̂in(ẑ) := D−1Φin(Dẑ)

Φ̂out(ẑ) := D−1Φout(Dẑ)

δ̂r := D−1δr, ẑ := D−1z

for any D ∈ D := {D = diagi(di) : di > 0}.
Proposition 9: The scaled nonlinearitieŝΦin : R

n
∞ →

R
n
∞ and Φ̂out : R

n
∞ → R

n
∞ are Lipschitz onD−1B∗ ⊂ R

n
∞

with

L[Φ̂in;D−1B∗] = max
z∈B∗

|D−1∇Φin(z)D|1 := Lin
D

and

L[Φ̂out;D−1B∗] = max
z∈B∗

|D−1∇Φout(z)D|1 := Lout
D

Proof: A proof is given in the appendix.

bδr

[
Φin

Φout

]

P

[H1, H2]
ẑ + +

D

»

D−1 0
0 D−1

–

Fig. 8. Input output form of the joint scaled system.

To get to our stability result in the scaled signal space we
need to consider the Lipschitz constants for the signal spaces
previously defined. Define

γ̂ := min
i

{
min

{
1

di
(p∗i − pmin

i ),
1

di
(pmax

i − p∗i )

}}
,

and the sets

C(γ̂) := {z ∈ R∞ : −diγ̂ ≤ zi ≤ diγ̂, ∀i}
CX(γ̂) := {z ∈ X : z[k] ∈ C(γ̂), ∀k}

Cδ,X(γ̂) :=
{

δr ∈ X : |δri[k]| ≤ γ̂di

(
1 − ‖H1‖1L

in
D

− ‖H2‖1L
out
D

)
,∀(i, k)

}

Proposition 10: The scaled nonlinearitieŝΦin : X → X
and Φ̂out : X → X are Lipschitz onCX(γ̂) with

L[Φ̂in;Cl∞(γ̂)] = L[Φ̂in;Cl2,∞
(γ̂)] = L[Φ̂in;C(γ̂)]

≤ max
z∈B∗

|D−1∇Φin(z)D|1 = Lin
D

and

L[Φ̂out;Cl∞(γ̂)] = L[Φ̂out;Cl2,∞
(γ̂)] = L[Φ̂out;C(γ̂)]

≤ max
z∈B∗

|D−1∇Φout(z)D|1 = Lout
D

Proof: A proof can be found in [18] and [19].
We can now give conditions for stability.

Corollary 1: If

‖H1‖1L
in
D + ‖H2‖1L

out
D < 1,

then there exists a unique power distributionz ∈ Cl∞(γ̂) for
all δr ∈ Cδ,l∞(γ̂).

If it in addition holds that‖δr‖2,∞ < ∞ and

‖H1‖l2,∞→l2,∞
Lin

D + ‖H2‖l2,∞→l2,∞
Lout

D < 1,

thenz[k] → 0 ask → ∞.
Proof: We study stability in the scaled signal space,

where ẑ := D−1z. z ∈ Cl∞(γ̂) implies that ẑ ∈ B∗
l∞

(γ̂)
andδr ∈ Cδ,l∞(γ̂) implies that

‖δ̂r‖∞ ≤ γ̂
(
1 − ‖H1‖1L

in
D − ‖H2‖1L

out
D

)
.

Theorem 1 then proves the statement.
We can use more structure of the problem by an analysis of

the nonlinearities around the equilibrium point. As a first step
we study each nonlinearity by itself and then we show how
they relate and how this can be used in the analysis. This will
bring clarity and some intuition in how the system parameters



relate to stability and performance of the system. We also
propose how to choose the scalings in the equilibrium point.
Define

γ̄i(z) :=
ḡiie

p∗
i +zi

σ̄2
i + F̄ iep∗+z

and Γ̄(z) := diagi(γ̄i(z)).

Proposition 11:

∇Φin(z) = diagi(e
p∗

i +zi)−1Γ̄(z)∆̄−1F̄diagi(e
p∗

i +zi)

and

σ(∇Φin(z)) = σ(Γ̄(z)∆̄−1F̄ ).
Remark 4: In particular the result implies that in the

equilibrium point, the Jacobian of the inner power control
loop has the same eigenvalues as the matrix determining
feasibility of the inner power control loop.

Proof: First note that

γ̄i(z) =
ḡiie

p∗
i +zi

σ̄2
i + F̄ iep∗+z

⇔ σ̄2
i + F̄ iep∗+z =

ḡiie
p∗

i +zi

γ̄i(z)
.

We have

∇Φin(z)ij =





0, i = j,

ḡije
p∗

j
+zj

σ̄2
i
+F̄ iep∗+z , i 6= j,

=

{
0, i = j,
ḡij

ḡii

e
p∗

j
+zj

ep∗
i
+zi

γ̄i(z), i 6= j.

This can be written as

∇Φin(z) = diagi(e
p∗

i +zi)−1Γ̄(z)∆̄−1F̄diagi(e
p∗

i +zi),

and hence∇Φin(z) is similar to Γ̄(z)∆̄−1F̄ and share the
same eigenvalues.

Now consider∇Φout in the equilibrium point, wherez =
0, with the choice

Ci =
σ̄2

i ḡiie
p∗

i

(Ḡiep∗ + σ̄2
i )(Ḡiep∗)

, ∀i, (11)

which implies that the diagonal elements of∇Φout(0) are
cancelled.

Proposition 12:

∇Φout(0) = diagi

(
1

ep∗
i

L̄†
i − 1

L̄†
i

γ̄∗
i

γ̄∗
i + 1

)
∆̄−1F̄diagi(e

p∗
i )

and

σ(∇Φout(0)) = σ

(
diagi

(
L̄†

i − 1

L̄†
i

γ̄∗
i

γ̄∗
i + 1

)
∆̄−1F̄

)
.

Remark 5:The equilibrium eigenvalues of the outer loop
feedback are given by a similar expression as for the inner
loop.

Proof: We will use the relations

σ̄2
i

Ḡiep∗ =
1 − L̄†

i

L̄†
i

, and
ḡiie

p∗
i

Ḡiep∗ + σ̄2
i

=
γ̄∗

i

γ̄∗
i + 1

.

The Jacobian can be written elementwise as

∇Φout(0)ij =





0, i = j,

−σ̄2
i ḡije

p∗
j

(Ḡiep∗+σ̄2
i
)(Ḡiep∗ )

, i 6= j,

=





0, i = j,

1

ep∗
i

L̄†
i
−1

L̄†
i

ḡiie
p∗

i

Ḡiep∗+σ̄2
i

ḡij

ḡii
ep∗

j , i 6= j,

=





0, i = j,

1

ep∗
i

L̄†
i
−1

L̄†
i

γ̄∗
i

γ̄∗
i
+1

ḡij

ḡii
ep∗

j , i 6= j.

Hence

∇Φout(0) = diagi

(
1

ep∗
i

L̄†
i − 1

L̄†
i

γ̄∗
i

γ̄∗
i + 1

)
∆̄−1F̄diagi(e

p∗
i ),

and the eigenvalue relation follows from similarity.

Both ∇Φin(0) and∇Φout(0) contain the matrix∆̄−1F̄ and
diagonal matrices. This makes it possible to write them as
functions of each other. We have

∇Φin(0) = diagi

(
L̄†

i

L̄†
i − 1

(γ̄∗
i + 1)

)
∇Φout(0), (12)

∇Φout(0) = diagi

(
L̄†

i − 1

L̄†
i

1

γ̄∗
i + 1

)
∇Φin(0). (13)

For clarity of notation, denote the scaled Lipschitz con-
stants in the equilibrium point,z = 0, by

Lin
D (0) := L[Φ̂in;D−1B∗(0)]

Lout
D (0) := L[Φ̂out;D−1B∗(0)].

At the equilibrium point we have

Lin
D (0) = inf

D∈D
|D−1∇Φin(0)D|1 = ρ(∇Φin(0))

Lout
D (0) = inf

D∈D
|D−1∇Φout(0)D|1 = ρ(|∇Φout(0)|)

whereρ(·) is the spectral radius and| · | means component-
wise absolute value. By Theorem 8.4.4 in [12] it holds that
if M is an elementwise positive and irreducible matrix, then
ρ(M) = λmax(M) > 0 is a simple eigenvalue ofM and
there exists a corresponding eigenvectorx > 0 such that
Mx = ρ(M)x. This implies that

ρ(M) =
1

xi

n∑

j=1

Mijxj , ∀i.

We now use this to determine the scaling multipliers. If
we takeD = diagi(xi), wherex is the eigenvector corre-
sponding toρ(∇Φin), we get the lowest possible maximum
row sum and Lipschitz constant for the inner loop. If we
instead take the scalings to be the eigenvector corresponding
to ρ(∇Φout) we minimize the Lipschitz constant of the outer
loop.

Given a choice of scalings to minimize one of the non-
linearities, we use the relation between∇Φin and ∇Φout

in (12), (13) to obtain the Lipschitz constant of the other.



We assumeḠ to be positive to ensure that the scalings are
strictly positive to avoid division by zero.

Proposition 13: Assume thatḠ is a positive matrix. Let
the scalings be equal to the eigenvector corresponding to
ρ(∇Φin(0)). Then the Lipschitz constants are given by

Lin
D (0) = ρ(∇Φin(0))

Lout
D (0) ≤ max

i

∣∣∣∣
L̄†

i − 1

L̄†
i

1

γ̄∗
i + 1

∣∣∣∣ρ(∇Φin(0)).

Let the scalings be equal to the eigenvector corresponding
to ρ(|∇Φout(0)|). Then the Lipschitz constants are given by

Lout
D (0) = ρ(|∇Φout(0)|)

Lin
D (0) ≤ max

i

∣∣∣∣
L̄†

i

L̄†
i − 1

(γ̄∗
i + 1)

∣∣∣∣ρ(|∇Φout(0)|).

Proof: Ḡ positive implies that∇Φin(0) and|∇Φ̂out(0)|
are positive. We have from (13) that

∇Φout(0) = diagi

(
L̄†

i − 1

L̄†
i

)
diagi

(
1

γ̄∗
i + 1

)
∇Φin(0).

Let D = diagi(xi), wherex is the eigenvector corresponding
to ρ(∇Φin(0)). SinceḠ is positive,D−1 is well defined. We
get

|∇Φ̂out(0)|1 = |D−1∇Φout(0)D|1

= |diagi

(
L̄†

i − 1

L̄†
i

1

γ̄∗
i + 1

)
D−1∇Φin(0)D|1

≤ max
i

∣∣∣∣
L̄†

i − 1

L̄†
i

1

γ̄∗
i + 1

∣∣∣∣ρ(∇Φin(0)).

Note that we have equality if

L̄†
i − 1

L̄†
i

1

γ̄∗
i + 1

=
L̄†

j − 1

L̄†
j

1

γ̄∗
j + 1

, ∀(i, j).

The second statement is proved similarly.

VIII. S IMULATIONS

In this section we consider several different aspects of the
joint system. First we consider pole placement in the fast
inner power control loop. This is followed by a simple exam-
ple where the stability conditions can be expressed explicitly
in terms of the system parameters. Then we consider how
the outer loop can prevent power rushes. This includes both
power rushes due to aggressive feedback in the inner loop
and power rushes due to infeasibility of the inner loop. We
then simulate and discuss infeasibility of the joint systemas
defined in Definition 1. Finally we model and simulate the
WCDMA system. The time-scale model in Section III-C is
verified and we study how stability is effected by delays,
controller gains and the target total load.

In most examples we study a typical scenario with data
traffic users. In each cell there is one strong user and there
is intercell interference between three cells. This implies
that the interference connection between the data users is
stronger and more direct, compared to voice traffic scenarios,
where the interference consists of the sum over many small
interfering sources.

β

q−1

β

q−α

Case a)

Case b)

Fig. 9. Inner loop control options. a) The classical integrator control with
gain β. b) Integrating control with pole placement.

A. Pole placement in the inner control loop

In this section we consider stability and performance for
two cases in parallel. Case a) with an integrator in the inner
loop and Case b) with a different pole placement. The inner
loop control is illustrated in Figure 9. The inner controller
is on either of the forms

a) R(q) =
β

q − 1
, b) R(q) =

β

q − α
,

which results in

a) K1(q) =
β

q − 1 + β
, b) K1(q) =

β

q − α + β
.

In linear scale this corresponds to the following inner
power control algorithms

a) p̄i[t + 1] =

(
γ̄†

i

γ̄i[t]

)β

p̄i[t],

b) p̄i[t + 1] =

(
γ̄†

i

γ̄i[t]

)β

p̄i[t]
α.

The pole placement in Case b) does not change the decen-
tralized structure whatsoever. Case b) only implies that the
mobile user weights its old power withα. We can drop the
integrator in the inner loop in Case b), since the outer loop
guarantees that we reach the target total load in equilibrium,
see Proposition 1.

Let the outer loop controller be given by

K2(q) =
KI

q − 1
,

and consider stability of the joint system. Direct application
of the small gain theorem is not possible, since thel1-
norm of the term 1

q−1 in the outer loop system is infinite.
Therefore we rewrite the system as in Figure 6 for analysis.
The l1-norms ofH1 and H2 depend on the specific choice
of parameters and can easily be computed.

For Case a) the values are typically approximately given
by

‖H1‖1 ≈ 2, and ‖H2‖1 ≈ 1

C
, (14)

where hereC := maxi Ci. It is possible to establish these
values as upper bounds on the gains, given thatKI , the outer
loop gain, is small enough.

For Case b) however, the values of thel1-norms are
different and depend on the values ofα and β. If we let



α = β we can show the following upper bounds on the
l1-norms

‖H1‖1 ≤ 2β√
1 − β2 − 4βKIC

‖H2‖1 ≤ 1

C

1√
1 − 4βKIC

.

This implies that we can make‖H1‖1 arbitrary low if we
let α = β be sufficiently small. The value of‖H2‖1 will be
approximately1/C as before. This means that the effect of
the inner loop to the stability criterion in Corollary 1 can be
made arbitrarily small. This corresponds to a design where
the inner loop tracks the reference value very fast with a low
step size. Although this extreme may not be good for system
design, it indicates that pole placement in the inner loop can
improve stability and convergence speed of the joint system.

B. Stability for a special system

Now consider the Lipschitz constants for a special sym-
metric case, where

Ḡ =





1 l . . . l

l 1
. . .

...
...

. . .
. . . l

l . . . l 1




and σ̄2 =




σ̄2

...
σ̄2



 .

Let furthermoreL̄†
i = L̂†,∀i. For simplicity we consider the

equilibrium values of the Lipschitz operators. By the simple
structure expressions can be simplified. In particular we use
that the equilibrium powers of the users will be equal. Let

Ci =
σ̄2

i ḡiie
p∗

i

(Ḡiep∗ + σ̄2
i )(Ḡiep∗)

=
σ̄2p̄∗i

(p̄∗i + (n − 1)lp̄∗i + σ̄2)(p̄∗i + (n − 1)lp̄∗i )
.

We have

Lin
D (0) =

F̄ ip̄∗

F̄ ip̄∗ + σ̄2
i

=
(n − 1)lp̄∗i

(n − 1)lp̄∗i + σ̄2

= (n − 1)lγ̄∗,

and

Lout
D (0) =

σ̄2
i F̄ ip̄∗

(Ḡiep∗ + σ̄2
i )(Ḡiep∗)

=
σ̄2(n − 1)lp̄∗i

(p̄∗i + (n − 1)lp̄∗i + σ̄2)(p̄∗i + (n − 1)lp̄∗i )
.

Now consider the stability criterion in Corollary 1 for Case
a) and b) studied in the previous section. For Case a) the
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Fig. 10. Simulation of a simple example. The system is stable forthe
choice ofβ = 0.9 andKI = 0.5 when subject to an impulse disturbance.
Note that the powers, SIR and total load are in logarithmic scale.

stability criterion is then approximately

‖H1‖1L
in
D (0) + ‖H2‖1L

out
D (0)

≈ 2Lin
D (0) +

1

C
Lout

D (0)

= 2(n − 1)lγ̄∗

+
1

C

σ̄2(n − 1)lp̄∗i
(p̄∗i + (n − 1)lp̄∗i + σ̄2)(p̄∗i + (n − 1)lp̄∗i )

= 2(n − 1)lγ̄∗ + (n − 1)l

< 1.

From this we get the following condition on the size of the
cross-coupling gains

l <
1

(2γ̄∗ + 1)(n − 1)
,

or the following condition on the equilibrium SIR

γ̄∗ <
1 − (n − 1)l

2(n − 1)l
. (15)

For Case b) we can obtain‖H1‖1L
in
D (0) < ǫ, by letting

α = β be sufficiently small. A similar stability analysis as
above gives the following condition on the size of the cross-
coupling gains

l <
1 − ǫ

n − 1
.

Consider a numeric example withl = 0.1, σ̄2 = 0.05
and the total load target equal for all users. For Case a)
we get the approximate bound̄γ∗ < 2, by (15). This
corresponds to the total load target0.8. Stability can hence
be guaranteed for̄L†

i = L̂† < 0.8,∀i. A simulation for the
system in Case a) withβ = 0.9 and KI = 0.5 is shown
in Figure 10. The system is disturbed from the equilibrium
by a pulse in the transmission powers. The system shows
good stability properties. The computedl1-norms are in this
case‖H1‖1 ≈ 1.98 and ‖H2‖1 ≈ C, which shows that the
l1-norm-approximation is valid.



C. Prevention of power rushes

In this section we show how power rushes can be pre-
vented by using an outer control loop. Let

Ḡ =




1 0.001 0.005

0.025 1 0.0025
0.01 0.001 1



 , σ̄2 =




0.05
0.05
0.05



 .

Note that the system parameters are the same as in the
example in Section V, where the QoS was shown as a
function of the total load. Here we use the total load target

L̃† =




0.8 0 0
0 0.8 0
0 0 0.8



 ,

which corresponds to the equilibrium powers,p̄∗, and equi-
librium SIRs, Γ̄∗,

p̄∗ =




0.1988
0.1945
0.1978



 , Γ̄∗ =




3.8844 0 0

0 3.5074 0
0 0 3.7909



 .

We consider two causes for power rushes in the inner loop.
From e.g. [17] and [18] we know that a too high controller
gain together with a delay can make the system unstable.
Another reason for power rushes is when the target SIR is
set too high and the users start competing using increasing
powers. This problem is avoided in most literature by only
considering feasible systems, which means that these cases
are not considered.

1) Delay and high gain:Consider first the case with delay
together with high gain. Let the controllers be given by

R(q) =
β

q(q − 1)
, K2(q) =

KI

q − 1
,

where β = 0.8 and KI = 0.1 for all users and there is a
delay in the inner loop.

First consider the inner loop separately with constant
reference value. The simulation in Figure 11 shows that,
although the system is feasible, a power rush is caused by
the single delay in combination with the relatively high value
of β.

Now consider stability of the joint system with use of
Corollary 1.

‖H1‖1L
in
D (0) + ‖H2‖1L

out
D (0)

= 6.6302 ∗ 0.0364 + 5.0298 ∗ 0.0020

= 0.2513 < 1.

A simulation of the joint system can be seen in Figure 12.
The joint dynamics are stable and converge to the equilibrium
point. For this example we can show local stability for
common total load targets up to around0.95.

2) Infeasible inner loop:Now consider the second case
with an infeasible inner loop system. Let the controllers be
given by

R(q) =
β

q − 1
, K2(q) =

KI

q − 1
, (16)

whereβ = 0.7 andKI = 0.1 for all users.
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Fig. 11. A power rush is caused by a single delay in the inner loop together
with too aggressive feedback. The powers are in logarithmic scale.
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Fig. 12. Simulation where the inner loop by itself would causea power
rush, but the joint system is stabilized by the outer controlalgorithm. Note
that the powers, SIR and total load are in logarithmic scale.
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Fig. 13. Power rush caused by infeasible inner loop system. The SIR-target
is set higher than any reachable SIR, which makes the users compete with
increasing transmission powers. The powers are in logarithmic scale.
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Fig. 14. This figure illustrates how the outer loop can prevent a power
rush and stabilize the system. Initially the SIR-target is set too high and
the powers start to increase, just as in Figure 13. However, the experienced
total load is above the total load target, so the outer control loop decreases
the SIR-target, stabilizing the system. The simulation starts in equilibrium
and in time zero a step in the SIR is applied. Note that the powers, SIR
and total load are in logarithmic scale.

The maximal common feasible SIR-target of the inner
loop is given by the limit 1

ρ(∆̄−1F̄ )
≈ 104, i.e. γ†

i ≈
4.64 in logarithmic scale. Figure 13 shows the inner power
control loop separated with the constant SIR-target value
γ†

i = 4.65,∀i. The transmission powers of the users tend to
infinity. When applying the outer loop control to the system,
initialized with a SIR-target of about4.7 in logarithmic scale,
the system is stabilized, see Figure 14.

The controllers used in this example corresponds to Case
a) studied in Section VIII-A. We use the approximate values
of the gains in (14) and compute the equilibrium Lipschitz
constants with use of Proposition 11 and 13. We get that
Lin

D (0) = 0.0364, Lout
D (0) = 0.0444 and C = 0.1988. The

stability condition is fulfilled since

‖H1‖1L
in
D (0) + ‖H2‖1L

out
D (0)

= 1.9331 ∗ 0.0364 + 5.0298 ∗ 0.0020

= 0.0805 < 1.

For this example we can show local stability for a common
total load target up to around 0.99.

D. System infeasibility

An important issue in cellular networks is the robustness in
the system to introduce new users and changes in the system
parameters. If the changes are too large, the system may
become infeasible. This corresponds to that the experienced
total load is higher than the target total load for at least one
user. Dynamically this implies that the base station of an
affected user decreases the target SIR, which typically leads
to lower transmission powers. Since no positive powers exist,
such that the experienced total load is equal to the target
total load, this drives the transmission powers of the user
to zero, i.e. the user leaves the system. This is a desirable
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KI = 0.5, β = 0.4

Fig. 15. Joint inner and outer loop simulation for an infeasible case. User
two leaves the system. The controllers are given in (16) withβ = 0.4 and
KI = 0.5. Note that the powers, SIR and total load are in logarithmic
scale.

behaviour that makes the system self-regulating, in contrast
to the unstable behaviour of an infeasible inner power control
loop. This is related to the problem of active link protection
studied in e.g. [2].

Which user or users that will leave the system is not
obvious due to the dynamic behaviour of the system and
it depends on the initial states. To see this, consider the
infeasible example with

Ḡ =




1 1 0.5
1 0.5 1

0.5 0.625 0.625



 , σ̄2 =




0.05
0.05
0.05





and where L̃† = diagi(0.8). Let the controllers be as
in (16), but with β = 0.4 and KI = 0.5 for all users.
An example with the same parameter values was also stud-
ied in Section V. The equilibrium power vector is̄p∗ =
[−0.1, 0.2, 0.2]T , which corresponds to the equilibrium
SIRs γ̄∗ = [−0.2857, 0.6667, 1]T . A simulation of the joint
system is shown in Figure 15. The transmission power of
the second user goes to zero. The total load of all the users
is stabilized, but for the second user it is too high, which
implies that the target SIR is continuously decreased. This
outcome may seem reasonable since the second row of the
G-matrix has the largest off-diagonal elements. However,
the infeasible equilibrium point suggests that the first user
would get negative powers, so another guess could be that
the powers of user one would go to zero.

Repeating the simulation with different values on the
initial conditions and different controller gains, another out-
come is obtained. The powers of both user one and three go
to zero, and only user two remains active, see Figure 16. This
suggests that it is non-trivial to predict the final allocations.

E. WCDMA modelling

In this section we model the WCDMA system with time-
scale difference and delays. We use the same example to
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Fig. 16. Joint inner and outer loop simulation for an infeasible case. User
one and three leaves the system. The controllers are given in (16) with
β = 0.7 and KI = 0.9. Note that the powers, SIR and total load are in
logarithmic scale.

validate the model derived in Section III and to study
how stability and performance is affected by the choice of
controller gains, delays and the choice of total load target.

The WCDMA system typically has a time-scale difference
of 15 slots and an additional delay ofd = 15 slots. We use
the outer loop controllerK0(q) = KI

q−1 and this corresponds
to the outer loop transfer function

K2(q) = q−dK̂0(q
15)L̂(q)

(
1 − q−15

1 − q−1

)

= q−15 KI

q15 − 1
L̂(q)

(
1 − q−15

1 − q−1

)

=
KI

q29(q − 1)
L̂(q),

where the cut-off frequency of the low-pass filter should be
given byws = π

15 .
The inner power control loop typically has a delay of two.

This renders the inner loop transfer function

R(q) =
β

q2(q − 1)
.

Let the system parameters be given by

Ḡ =




1 0.001 0.005

0.025 1 0.0025
0.01 0.001 1



 ,

σ̄2 =




0.05
0.05
0.05



 and L̃† =




0.8 0 0
0 0.8 0
0 0 0.8



 .

This corresponds to the equilibrium powers,p̄∗, and equilib-
rium SIRs,Γ̄∗,

p̄∗ =




0.1988
0.1945
0.1978



 , Γ̄∗ =




3.8844 0 0

0 3.5074 0
0 0 3.7909



 .

Let β = 0.5 and KI = 0.05 and assume we are using the
simple low-pass filterL(q) = 0.75

(q−0.5)(q+0.5) .
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Fig. 17. WCDMA system with use of Simulink blocks for down- and
upsampling as indicated in Figure 4. We can see that the SIR is updated
only every 15:th time step. The time-scale difference betweenthe inner and
outer loop is set to15 and an additional delay of15 is modelled in the outer
loop. The inner loop is modelled with a delay of2. Note that the powers,
SIR and total load are in logarithmic scale.

0 100 200 300 400 500

−3

−2

−1

0

0 100 200 300 400 500
1.2

1.3

1.4

1.5

0 100 200 300 400 500
−1

−0.5

0

P
ow

er
s

Slots

Slots

Slots

S
IR

To
ta

l
lo

ad

Fig. 18. The same WCDMA system as simulated in Figure 17, but with
the derived time-scale model in the outer loop controller. Theapproximation
is good, although a low order low-pass filter is used. Stability can be
guaranteed by Corollary 1. Note that the powers, SIR and total load are
in logarithmic scale.

1) Time-scale modelling:First consider a simulation us-
ing a Simulink model with designated blocks for downsam-
pling and upsampling by zero order hold. This is shown in
Figure 17. Then consider the same simulation with the time-
scale model from Section III in Figure 18. The derivation of
the transfer function is based on the assumption of an ideal
low-pass filter, and in this example only a low order filter
was used. Still the dynamics of the models are quite similar,
which justifies analysis on the simplified model.

2) Stability and controller parameters:Now consider
stability. In the equilibrium point the joint system gain is
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Fig. 19. The joint system gain for the WCDMA example as a function of
the controller gainsβ and KI . Stability of the system can be guaranteed
for all combinations giving a value less than1.

given by

‖H1‖1L
in
D (0) + ‖H2‖1L

out
D (0)

= 12.6 ∗ 0.0364 + 5.03 ∗ 0.0020 = 0.4694 < 1,

so by Corollary 1 we expect the system to be stable in
a neighbourhood around the equilibrium point. This was
already verified by the simulation in Figure 18.

For design it is interesting how the joint system gain
depends on the design parametersβ and KI . In Figure 19
the joint system gain is shown for varyingβ andKI . Local
stability is guaranteed for all values below one.

3) Stability and delay:System performance heavily de-
pend on the size of the delays in the system. In Figure 20,
21 and 22 we consider the cases where the inner loop has
zero, one and two delays respectively. Higher delay in the
inner loop together with a higher inner loop gain gives
an oscillatory behaviour with a relatively high frequency.
Stability of the joint system can easily be affected, for
example if the outer loop is too slow to prevent a power
rush. To some extent the choice of outer loop gain can
improve the performance, but it cannot remove the oscillatory
behaviour completely. An example is shown in Figure 23,
where the inner loop has one delay and a high gain. In this
case, stability can still be achieved using a very low outer
loop gain. Setting a low outer loop gain typically makes the
system more robust, but to the cost of a slower convergence
rate.

If the inner loop has no delay and an appropriate value
of the gain, it will track the reference value of the outer
loop without difficulty. However, since the outer loop also is
delayed, a too high outer loop gain can also lead to instability.
This is shown in Figure 24.

4) Stability and total load:Another design parameter is
the target total load. In Figure 25 we can see the Lipschitz
constants of the outer and inner loop in equilibrium as
functions of the total load target,̄L†

i = L̂†, i = 1, 2, 3. Two
values are plotted for each Lipschitz constant. The solid line
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Fig. 20. Joint system simulation for the WCDMA example with no delay
in the inner loop. Note that the powers, SIR and total load arein logarithmic
scale.
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Fig. 21. Joint system simulation for the WCDMA example with one delay
in the inner loop. Note that the powers, SIR and total load arein logarithmic
scale.
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Fig. 22. Joint system simulation for the WCDMA example with two delays
in the inner loop. Note that the powers, SIR and total load arein logarithmic
scale.
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Fig. 23. Joint system simulation for the WCDMA example where theinner
loop is delayed and has a high gain. The system is stabilized by using a
low gain in the outer loop controller. Note that the powers, SIR and total
load are in logarithmic scale.
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Fig. 24. A simulation for the WCDMA example where a high gain in the
outer loop controller causes instability of the joint system. Note that the
powers, SIR and total load are in logarithmic scale.

represents when the optimization of the scaling multipliers
is done with respect to the inner loop and the dashed
line when it is done with respect to the outer loop. The
Lipschitz constants have a fundamentally different behaviour.
The inner loop Lipschitz constant is large whenL̂† is close
to one and is then critical for system stability. The outer
loop Lipschitz constant, on the other hand, decreases almost
linearly with increasingL̂†. We make the conclusion that
to prove stability for higher values of the total load target,
it is a good choice to optimize the scalings over the inner
loop Lipschitz constant. In [18] and [19] the problem of
optimizing scaling multipliers for the inner loop was studied
in detail.

Finally consider the joint system gain in the equilibrium
as a function of the total load target. We use the choice
of C given in (11), which makes the relation highly non-
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Fig. 25. Lipschitz constants as functions of the total load target. All users
are given the same total load target and the constantC is chosen as in (11).
The solid line is for the case when the scaling multipliers arechosen with
respect to the inner loop nonlinearity, and the dashed line when chosen with
respect to the outer loop nonlinearity. As expected, the Lipschitz constants
are lower in the case when they are optimized on.
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Fig. 26. Joint system gain in the equilibrium. Stability can be guaranteed by
Corollary 1 when below zero. For this example stability can beguaranteed
for L̂† ≤ 0.9.

linear. From Proposition 2 we have thatL̄† determines the
equilibrium point, which effects bothLin

D (0) and Lout
D (0).

This was also seen in Figure 25. Furthermore, our choice
of the constantC is dependent on the equilibrium point, so
also ‖H1‖1 and ‖H2‖1 are affected. In Figure 26 the joint
system gain is plotted in logarithmic scale as a function
of the target total load. For this example and method, the
highest total load target for which stability can be guaranteed
is around0.9. The joint system gain in the equilibrium is,
as indicated in Figure 19, also dependent on the choice of
β andKI . For other combinations of them, system stability
can be guaranteed for significantly higher values ofL̂†.



IX. CONCLUSIONS

In this paper we introduce a framework that can be used
to model rate and power control in a cellular network. It is
based on distributed high order algorithms that use locally
measurable data for feedback. Modelling of filters, delays
and time-scale differences is straightforward to include.We
perform stability analysis of the nonlinear system and give
sufficient conditions for stability. The results are sharpened
and structure of the problem revealed.

Simulations and examples show that the model has desir-
able stabilizing properties.
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APPENDIX

A. Proof of Proposition 1

Proof: The inner loop is given in (5) as

pi[t] = Ki,1(q)
(
γ†

i [t] − gii + ln
(∑

j 6=i

ḡij p̄j [t] + σ̄2
i

))
,

where

γ†
i [t] = Ki,2(q)(L

†
i − Ltot

i [t]).

DefineIi(p) := ln
(∑

j 6=i ḡij p̄j [t]+ σ̄2
i

)
. For eachi we can

hence write

pi[t] = Ki,1(q)
(
Ki,2(q)(L

†
i − Li,tot[t]) − gii + Ii(p)

)
⇔

pi[t] = Ki,1(q)Ki,2(q)
(
L†

i − Ltot
i [t] + Cipi[t]

)

− Ki,1(q)Ki,2(q)Cipi[t] + Ki,1(q)
(
− gii + Ii(p)

)
⇔

(1 + Ki,1(q)Ki,2(q)Ci)pi[t] =

Ki,1(q)Ki,2(q)
(
L†

i − Ltot
i [t] + Cipi[t]

)

+ Ki,1(q)
(
− gii + Ii(p)

)
⇔

pi[t] =
Ki,1(q)Ki,2(q)

1 + Ki,1(q)Ki,2(q)Ci
(L†

i − Ltot
i [t] + Cipi[t])

+
Ki,1(q)

1 + Ki,1(q)Ki,2(q)Ci
(−gii + Ii(p)),

whereCi is a constant. Letp∗i denote the steady state power
of user i as q → 1. Since the outer loop controller has an
integrator, we then have

lim
q→1

Ki,1(q)Ki,2(q)

1 + Ki,1(q)Ki,2(q)Ci
=

1

Ci
, and

lim
q→1

Ki,1(q)

1 + Ki,1(q)Ki,2(q)Ci
= 0,

and hence

p∗i =
1

Ci
(L†

i − Ltot
i + Cip

∗
i ), ∀i ⇔

L†
i = Ltot

i , ∀i.



B. Proof of Proposition 3

Proof: Assume first thatρ(Γ̄∗∆̄−1F̄ ) < 1. By letting
the expression for SIR in (2) be equal tōΓ∗ we obtain the
following expression of the equilibrium powers

p̄∗ = (I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1σ̄2.

SinceΓ̄∗∆̄−1F̄ is elementwise non-negative and, under the
condition ρ(Γ̄∗∆̄−1F̄ ) < 1, the inverse expression can be
written as the convergent, infinite sum

∑∞
i=0(Γ̄

∗∆̄−1F̄ )i of
non-negative terms. Since furthermore the elements ofΓ̄∗

and∆̄−1 are non-negative and̄σ2 is positive, the powers are
non-negative.

Now consider

p̄∗ = ((I − L̃†)Ḡ)−1L̃†σ̄2 ≥ 0.

SinceḠ is a non-negative matrix we can equivalently write

Ḡp̄∗ = (I − L̃†)−1L̃†σ̄2 ≥ 0,

or

(Ḡp̄∗)i =
L̄†

i σ̄
2
i

1 − L̄†
i

≥ 0,

which implies thatL̄†
i ∈ [0, 1),∀i.

C. Proof of Proposition 4

Proof: Consider the powers

p̄∗ = ((I − L̃†)Ḡ)−1L̃†σ̄2,

or equivalently

Ḡp̄∗ = (I − L̃†)−1L̃†σ̄2.

L̄†
i ∈ [0, 1),∀i, guarantees that̄Gp̄∗ ≥ 0. Assume that at

least one element,̄p∗k, of p̄∗ is negative. Then

γ̄∗
k =

ḡkkp̄∗k∑
j 6=k ḡkj p̄∗j + σ̄2

k

⇔

γ̄∗
k

(∑

j 6=k

ḡkj p̄
∗
j + σ̄2

k

)
= ḡkkp̄∗k.

SinceḠp̄∗ ≥ 0 and σ̄2
k > 0, we have that

(∑

j 6=k

ḡkj p̄
∗
j + σ̄2

k

)
> 0,

and by assumption̄gkkp̄∗k < 0. This implies that̄γ∗
k < 0.

D. Proof of Proposition 5

Proof: We have that

L̄tot
i =

∑n
j=1 ḡij p̄j∑n

j=1 ḡij p̄j + σ̄2
i

=
ḡiip̄i +

∑
j 6=i ḡij p̄j

ḡiip̄i +
∑

j 6=i ḡij p̄j + σ̄2
i

=

ḡiip̄i
P

j 6=i
ḡij p̄j+σ̄2

i

+
P

j 6=i
ḡij p̄j

P

j 6=i
ḡij p̄j+σ̄2

i

ḡiip̄i
P

j 6=i
ḡij p̄j+σ̄2

i

+ 1

=
γ̄i +

P

j 6=i
ḡij p̄j

P

j 6=i
ḡij p̄j+σ̄2

i

γ̄i + 1

=
γ̄i + K̄i

γ̄i + 1
.

Similarly we have that

L̄tot
i =

γ̄i + K̄i

γ̄i + 1
⇔

(1 + γ̄i)L̄
tot
i = γ̄i + K̄i ⇔

(1 − L̄tot
i )γ̄i = L̄tot

i − K̄i ⇔

γ̄i =
L̄tot

i − K̄i

1 − L̄tot
i

.

E. Proof of Proposition 6

Proof: Under the assumption thatρ(Γ̄∗∆̄−1F̄ ) < 1,
the following equation gives the power as a function of the
SIR

p̄ = (I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1σ̄2.

Under the same assumption the powers are non-negative.
Now set this equal to the powers given by the total load

((I − L̃†)Ḡ)−1L̃†σ̄2 = (I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1σ̄2

and solve forL̃† as a function of̄Γ∗.

((I − L̃†)Ḡ)−1L̃†σ̄2 = (I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1σ̄2 ⇔
L̃†σ̄2 = (I − L̃†)Ḡ(I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1σ̄2 ⇔
L̃†
(
I + Ḡ(I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1

)
σ̄2 =

Ḡ(I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1σ̄2

Define M̄ = Ḡ(I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1. We then getL̄†

from

L̄†
i =

M̄ iσ̄2

(I + M̄ i)σ̄2
.



Now assume that the system is feasible with respect to
given L̄†, and solve for̄Γ∗ as a function ofL̄†.

((I − L̃†)Ḡ)−1L̃†σ̄2 = (I − Γ̄∗∆̄−1F̄ )−1Γ̄∗∆̄−1σ̄2 ⇔
(I − Γ̄∗∆̄−1F̄ )((I − L̃†)Ḡ)−1L̃†σ̄2 = Γ̄∗∆̄−1σ̄2 ⇔
((I − L̃†)Ḡ)−1L̃†σ̄2 − Γ̄∗∆̄−1F̄ ((I − L̃†)Ḡ)−1L̃†σ̄2 =

Γ̄∗∆̄−1σ̄2 ⇔
Γ̄∗∆̄−1σ̄2 + Γ̄∗∆̄−1F̄ ((I − L̃†)Ḡ)−1L̃†σ̄2 =

((I − L̃†)Ḡ)−1L̃†σ̄2 ⇔
Γ̄∗
(
∆̄−1 + ∆̄−1F̄ ((I − L̃†)Ḡ)−1L̃†

)
σ̄2 =

((I − L̃†)Ḡ)−1L̃†σ̄2.

Define N̄ = ((I − L̃†)Ḡ)−1L̃†. We then get̄Γ∗ from

γ̄∗
i =

N̄ iσ̄2

(∆̄−1 + ∆̄−1F̄ N̄)iσ̄2
.

F. Proof of Proposition 8

Proof: Let us first consider the interference nonlinearity
as a multivariable functionΦout : B∗(γ) → B∗(γ). It
follows that

|Φout(x) − Φout(y)|∞

= |
∫ 1

0

∇Φout(y + θ(x − y))(x − y)dθ|∞

≤
∫ 1

0

|∇Φout(y + θ(x − y))|1dθ|x − y|∞

≤ sup
z∈B∗(γ)

|∇Φout(z)|1|x − y|∞.

This gives the Lipschitz bound

L[Φout;B∗(γ)] ≤ sup
z∈B∗(γ)

|∇Φout(z)|1

= max
z∈B∗(γ)

max
i

(
σ̄2

i F̄ iep∗+z

(Ḡiep∗+z + σ̄2
i )(Ḡiep∗+z)

+
∣∣∣Ci −

σ̄2
i ḡiie

p∗
i ezi

(Ḡiep∗+z + σ̄2
i )(Ḡiep∗+z)

∣∣∣
)

.

This can be seen since

∂

∂zj
Φout

i (z) = − σ̄2
i ḡije

p∗
j ezj

(Ḡiep∗+z + σ̄2
i )(Ḡiep∗+z)

∂

∂zi
Φout

i (z) = − σ̄2
i ḡiie

p∗
i ezi

(Ḡiep∗+z + σ̄2
i )(Ḡiep∗+z)

+ Ci.

Note that we can interchange the order of maximization
between indexi andz. We then have

‖Φout(z1) − Φout(z2)‖2,∞

=

√√√√
∞∑

k=0

|Φout(z1[k]) − Φout(z2[k])|2∞

≤ L[Φout;B∗(γ)]

√√√√
∞∑

k=0

|z1[k] − z2[k]|2∞

= L[Φout;B∗(γ)]‖z1 − z2‖2,∞,

which shows thatL[Φout;B∗
l2,∞

(γ)] ≤ L[Φout;B∗(γ)]. We
now show that the inequality in fact is an equality. Since
B∗(γ) ⊂ R

n
∞ is compact, there existz∗1 , z∗2 s.t. |Φout(z∗1)−

Φout(z∗2)|∞ = L[Φout;B∗(γ)]|z∗1 − z∗2 |∞. Equality is then
reached above for the signals

z1 =

{
z∗1 , k = 0

0, otherwise
, z2 =

{
z∗2 , k = 0

0, otherwise.

The case whereΦout : l2,∞ → l2,∞ is analogous and hence
L[Φout;B∗

l2,∞
(γ)] = L[Φout;B∗

l∞
(γ)] = L[Φout;B∗(γ)].

Obviously Φout is continuously differentiable and
the Jacobian is Lipschitz. We will now show that
L[Φout;B∗(γ)] = maxz∈B∗(γ) |∇Φout(z)|1. To see that
equality can be achieved we assume

max
z∈B∗(γ)

|∇Φout(z)|1 := fi∗(z
∗),

wherei∗ is the maximizing index andz∗ is the corresponding
maximizing solution. We know the existence of such since
|∇Φout(z)|1 is a continuous function andB∗(γ) is compact.
Furthermore, letδz be a unit length vector inRn

∞ such that
|∇Φout(z∗)δz|∞ = |∇Φout(z∗)|1. Let ž be an interior point
of B∗(γ) such that|ž − z∗|∞ ≤ η. Now let y := ž and
x := ž − ǫδz. We get

ǫ−1|Φout(x) − Φout(y)|∞ = |
∫ 1

0

∇Φout(ž − ǫθδz)δzdθ|∞

≥ |∇Φout(z∗)|1

− |
∫ 1

0

(
∇Φout(z∗) −∇Φout(ž − ǫθδz)

)
δzdθ|∞

≥ |∇Φout(z∗)|1 − (ǫ + η)L[∇Φout;B∗(γ)]

whereL[∇Φout;B∗(γ)] denotes the Lipschitz bound of the
Jacobian∇Φout : B∗(γ) → R

n×n
1 and R

n×n
1 is the vector

space of real valuedn×n matrices equipped with the matrix
| · |1-norm. Hence

ǫ−1|Φout(x) − Φout(y)|∞
≥ |∇Φout(z∗)|1 − (ǫ + η)L[∇Φout;B∗(γ)],

and since ǫ and η are arbitrary it follows that
L[Φout;B∗(γ)] ≥ |∇Φout(z∗)|1. We conclude that
L[Φout;B∗(γ)] = |∇Φout(z∗)|1.

G. Proof of Theorem 1

Proof: We first establish that the system is a contraction
under the assumptions. To prove that the system is contrac-
tive, we need to introduce a saturation. Define the saturation
sat[−γ1,γ1] : R

n → R
n whoseith component is

sat[−γ1,γ1](z)i :=






γ if zi > γ
zi if − γ ≤ zi ≤ γ
−γ if zi < −γ

and let

Φγ(z) := Φ(sat[−γ1,γ1](z)).



DefineF (z) := H1Φ
in
γ (z) + H2Φ

in
γ (z) + δr. Then

‖F (z1) − F (z2)‖∞ = ‖H1(Φ
in
γ (z1) − Φin

γ (z2))

+ H2(Φ
in
γ (z1) − Φγ,out(z2))‖∞

≤
(
‖H1‖1L[Φin;B∗(γ)]

+ ‖H2‖1L[Φout;B∗(γ)]
)
‖z1 − z2‖∞

< ‖z1 − z2‖∞, ∀z1 6= z2.

Hence F is a contraction onl∞ and according to the Banach
fixed point theorem there exists a unique solutionz∗ to the
fixed point equationz∗ = F (z∗). Assume now that the bound
in (10) holds. Then the fixed pointz∗ satisfies

‖z∗‖∞ = ‖F (z∗)‖∞ = ‖H1Φ
in(z∗) + H2Φ

in
γ (z∗) + δr‖∞

≤
(
‖H1‖1L[Φin;B∗(γ)] + ‖H2‖1L[Φout;B∗(γ)]

)
‖z∗‖∞

+ ‖δr‖∞
which is equivalent to
(
1 − ‖H1‖1L[Φin;B∗(γ)] + ‖H2‖1L[Φout;B∗(γ)]

)
‖z∗‖∞

≤ ‖δr‖∞
and

‖z∗‖∞ ≤ ‖δr‖∞
1 − ‖H1‖1L[Φin;B∗(γ)] + ‖H2‖1L[Φout;B∗(γ)]

≤ γ.

Since‖z∗‖∞ ≤ γ, there exists a unique power distribution
with ‖z‖∞ ≤ γ to the real system because the saturation in
the definition ofΦγ is inactive.

The last statement in the theorem follows from the bound

‖z∗‖2,∞ ≤
(
1 − ‖H1‖l2,∞→l2,∞

L[Φin;B∗(γ)]

+ ‖H2‖l2,∞→l2,∞
L[Φout;B∗(γ)]

)−1

‖δr‖2,∞,

which is derived in the same fashion as the previous bound.

H. Proof of Proposition 9

Proof: The first statement was proved in [18] and [19]
and the second follows the same lines.

Let x̂ := D−1x, ŷ := D−1y. Note that∇(MΦout(x)) =
M∇Φout(x), M ∈ R

n×n, and ∇(Φout(Mx)) =
∇Φout(Mx)M , where∇Φout(x) is the Jacobian ofΦout.
We have

|Φ̂out(x̂) − Φ̂out(ŷ)|∞

= |
∫ 1

0

∇Φ̂out(ŷ + θ(x̂ − ŷ))(x̂ − ŷ)dθ|∞

= |
∫ 1

0

D−1∇Φout(Dŷ + Dθ(x̂ − ŷ))D(x̂ − ŷ)dθ|∞

≤
∫ 1

0

|D−1∇Φout(y + θ(x − y))D|1dθ|x̂ − ŷ|∞

≤ max
z∈B∗

|D−1∇Φout(z)D|1
︸ ︷︷ ︸

:=Lout
D

|x̂ − ŷ|∞.

whereB∗ is given in (8). To see that equality can be achieved
we assume

Lout
D = max

z∈B∗
|D−1∇Φout(z)D|1 := fi∗(z

∗),

where i∗ is the maximizing index andz∗ is the maxi-
mizing argument. Such index and argument exists, since
|D−1∇Φout(z)D|1 is a continuous function and the opti-
mization is over a compact set. Let̂δz := D−1δz be a unit
length vector inR

n
∞ such that|D−1∇Φout(z∗)Dδ̂z|∞ =

|D−1∇Φout(z∗)D|1. Let ž be an interior point ofB∗ such
that |ž − z∗|∞ ≤ η. Furthermore, let̂x := D−1ž − ǫδ̂z and
ŷ := D−1ž. We then get

1

ǫ
|Φ̂out(x̂) − Φ̂out(ŷ)|∞

=
1

ǫ
|
∫ 1

0

∇Φ̂out(ŷ + θ(x̂ − ŷ))(x̂ − ŷ)dθ|∞

=
1

ǫ
|
∫ 1

0

D−1∇Φout(Dŷ + Dθ(x̂ − ŷ))D(x̂ − ŷ)dθ|∞

= |
∫ 1

0

D−1∇Φout(ž − θǫδz)Dδ̂zdθ|∞

≥ |D−1∇Φout(z∗)D|1

− |
∫ 1

0

D−1
(
∇Φout(z∗) −∇Φout(ž − θǫδz)

)
Dδ̂zdθ|∞

≥ |D−1∇Φout(z∗)D|1 − (η + ǫd̃)L[D−1∇ΦoutD;B∗]

where d̃ = maxi di and L[D−1∇ΦoutD;B∗] denotes
the Lipschitz bound of the scaled Jacobian ofΦout,
D−1∇ΦoutD : B∗ → R

n×n
1 and R

n×n
1 is the vector space

of real valuedn×n matrices equipped with the matrix| · |1-
norm. Obviously∇Φout is Lipschitz onB∗, and hence we
have that alsoD−1∇ΦoutD is Lipschitz. Sinceǫ andη are
arbitrary it follows thatL[Φ̂out;D−1B∗] ≥ Lout

D .


