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Abstract. We introduce a nonlinear potential theory problem for the Laplacian,
the solution of which characterizes the Berezin density B(z, ·) for the polynomial
Bergman space, where the point z ∈ C is fixed. When z = ∞, the Berezin density
is expressed in terms of the squared modulus of the corresponding normalized or-
thogonal polynomial P . We use an approximate version of this characterization to
study the asymptotics of the orthogonal polynomials in the context of exponentially
varying weights. This builds on earlier works by Its-Takhtajan and by the first au-
thor on a soft Riemann-Hilbert problem for planar orthogonal polynomials, where in
place of the Laplacian we have the ∂̄-operator. We adapt the soft Riemann-Hilbert
approach to the nonlinear potential problem, where the nonlinearity is due to the
appearance of |P |2 in place of P . Moreover, we suggest how to adapt the potential
theory method to the study of the asymptotics of more general Berezin densities
B(z, w) in the off-spectral regime, that is, when z is fixed outside the droplet. This
is a first installment in a program to obtain an explicit global expansion formula for
the polynomial Bergman kernel, and, in particular, of the one-point function of the
associated random normal matrix ensemble.

1. Overview

We consider a novel potential theoretic problem involving the Laplacian and the
Berezin density associated with a polynomial Bergman kernel for exponentially vary-
ing weights in the plane. The Berezin density for the point at infinity has a particularly
simple form, which allows us to use this framework to characterize the planar orthog-
onal polynomials. In particular, we supply an independent proof of the main results
of [20, 18] aimed at obtaining an asymptotic expansion of the associated polynomial
Bergman density. The method is reminiscent of the Riemann-Hilbert approach to
orthogonal polynomials on the real line, and is closely related to the ∂̄-approach in-
troduced by Its-Takhtajan, and developed further by the first-named author in [18],
where it was called a soft Riemann-Hilbert problem. We present the potential prob-
lem for the point at infinity in §2. In §3 we indicate how to modify the approach to
analyze the Berezin density for more general (off-spectral) points. At the same time,
we also mention an interpretation of the Ward identity in terms of the potential for
the Berezin density, and look at the zero set of the polynomial Bergman kernel and
its motion under holomorphic variation of the second variable. The proofs that the
potential problems indeed characterize the Berezin densities are carried out in §4. In
§5, we consider an approximate potential problem for the asymptotic analysis of the
orthogonal polynomials. Moreover, in §6–7 we supply an algorithm which obtains a
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formal solution in the sense of asymptotic expansions to the potential theoretic prob-
lem. We carry this out in detail in the instance of the Berezin density for the point
at infinity, but any off-spectral point could be analyzed in an analogous fashion. To
make the formal solution rigorous, we estimate the size of the involved quantities in the
asymptotic expansions, and use a standard ∂̄-surgery technique based on Hörmander
estimates. This is carried out in §8–10.

For the convenience of the reader, we point out that the expansion formula for
the orthogonal polynomials is obtained in Theorem 5.1 and Theorem 8.2, see also
Lemma 7.3 for the truncation to a finite asymptotic expansion.

2. Orthogonal polynomials through a potential problem

2.1. The exact potential problem. In this section, we explore the potential problem
for planar orthogonal polynomials, where the orthogonality is taken with respect to
the exponentially varying measure e−2mQdA on the plane. We are interested in the
asymptotics as the degree n and the parameter m grow to infinity in a proportional
fashion: n = τm. We use the notation P = Pm,n for the L2-normalized orthogonal
polynomial, and π = πm,n for its monic cousin. Here, dA = (2πi)−1dz̄∧dz is the planar
area element, and Q is a C2–smooth weight function subject to the growth condition

(2.1) lim inf
|z|→+∞

Q(z)

log |z|
> 1,

at infinity. We refer to §2.4 below for detailed additional assumptions and for basic
notation.

As in the classical Riemann-Hilbert approach to orthogonal polynomials on the
real line, and also in [18], the current method is based on the observation that the
solvability of a certain system of PDEs determine the orthogonal polynomial uniquely.
This system may be solved (at least approximately) in a constructive manner, and the
resulting approximate solution must be close to the orthogonal polynomial in question,
in a precise sense specified below.

The potential problem, which inspires our approach, reads as follows. We use the
notation ∆ = ∆z = ∂z∂̄z = 1

4(∂2
x + ∂2

y) for the quarter Laplacian, where ∂ = ∂z
and ∂̄ = ∂̄z are the standard Wirtinger derivatives, defined below in (2.8), and where
z = x+ iy.

Problem 2.1. Determine a pair (U0, π) of functions on C such that U0 is real-valued,
and such that

(2.2)


∆U0(z) = |π(z)|2e−2mQ(z),

∂̄π ≡ 0,

π−1∂U0 ∈ C2(C),

with asymptotic behavior

(2.3)
(
U0(z), π(z)

)
=
(
κ2 log |z|2 + O(|z|−1), zn(1 + O(|z|−1)

)
as |z| → +∞, for some positive constant κ = κm,n.

We have the following elementary observation.
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Proposition 2.2. If m is sufficiently large and if n ≤ m, Problem 2.1 admits a unique
solution (U0, π). The function π = πm,n is then the n-th monic orthonormal polynomial
in L2(C, e−2mQdA), and U0 is the associated logarithmic potential

U0(z) =

∫
C
g(z, w) |πm,n(w)|2e−2mQ(w)dA(w),

where g(z, w) = log |z−w|2 is the fundamental solution for the operator ∆ with respect
to the normalized area measure dA. Moreover, we have that

κ2
m,n = ‖πm,n‖22mQ =

∫
C
|πm,n(z)|2e−2mQ(z)dA(z).

The proof of Proposition 2.2 is rather elementary, but relies on some computations
which we defer to §4.1. We try to obtain approximate solutions to Problem 2.1, and
this allows us derive an asymptotic formula for the planar orthogonal polynomials (see
Theorems 5.1 and 8.2 below). As for the approximate solution, we will replace the deli-
cate divisibility criterion π−1∂U0 ∈ C2, which implies that the gradient of U0 vanishes
on the zero set of π, by the requirement that the gradient of U0 vanishes asymptoti-
cally interiorly of a curve which is characteristic for the problem (the boundary of the
associated droplet).

Introducing the pair (U1, P ) = (κ−2U0, κ
−1π), we obtain a solution to the L2-

normalized problem

(2.4)


∆U1(z) = |P (z)|2e−2mQ(z),

∂̄P ≡ 0,

P−1∂U1 ∈ C2(C),

with asymptotic behavior

(2.5)
(
U1(z), P (z)

)
=
(

log |z|2 + O(|z|−1), κ−1zn(1 + O(|z|−1)
)

as |z| → +∞, where κ = κm,n is as before. It then follows from Proposition 2.2 that
P = π/‖π‖L2(C,e−2mQdA) is the normalized orthogonal polynomial.

2.2. Motivation. The study of the asymptotic expansions of planar orthogonal poly-
nomials for exponentially varying weights is a rather recent development. In [20], the
asymptotic expansion of the normalized orthogonal polynomial Pm,n (and hence πm,n)
was found, and this result was used to establish boundary universality in the random
normal matrix model. Related results on orthogonal polynomials and Bergman kernels
were obtained in [22, 21]. In the work [18], the study of planar orthogonal polynomials
was pursued using a “soft Riemann-Hilbert”-approach, which involves the equation

(2.6) ∂̄Ψ = π e−2mQ,

where we recall that π = πm,n is the n-th monic orthogonal polynomial in the space
L2(C, e−2mQdA).

A strong motivation for studying planar orthogonal polynomials comes from the
connection with random normal matrix theory, see e.g. [19], [31]. This connection
comes from the fact that the polynomial Bergman kernel

(2.7) km,n(z, w) =
n−1∑
k=0

Pm,k(z)Pm,k(w)
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is, up to a weight factor, the correlation kernel for the determinantal random normal
matrix eigenvalue ensemble. It is natural to analyze the diagonal restriction

km,n(z, z) =

n−1∑
k=0

|Pm,k(z)|2,

in view of the connection with the one-point function (or density of states) in the ran-
dom normal matrix model, see, e.g., the introduction of [20] as well as [3, 4]. Studying
the diagonal restriction is also motivated by the fact that it uniquely determines the full
kernel km,n(z, w) by polarization. We would like to find a suitable asymptotic expan-
sion for km,n(z, z) valid throughout the complex plane. This is well understood in the
instance when there is no polynomial truncation, see, e.g., the works [29, 12, 30, 6, 13] of
Tian, Catlin, Zelditch, Berman-Berndtsson-Sjöstrand, and Deleporte-Hitrik-Sjöstrand.
In addition, the recent progress in understanding each individual orthogonal polyno-
mial suggests that such asymptotics may be available also in the truncated case. To
make substantial progress on this issue, we would need to be able to capture each
contribution |Pm,k|2 as well as the effect of summation over the degrees. This splits
the difficulty in two parts: (a) to derive asymptotic expansions of each contribution
|Pm,k|2, and (b) to effectively sum these asymptotic expansions over k = 0, . . . , n− 1.

Here, we analyze aspect (a) of this program, with an aim to use this to make progress
on (b) later on. In principle, we could just implement the results from [20] and [18]
which give the asymptotics for Pm,k, take the squared modulus of it for part (a) and
sum the resulting expressions over k for (b). This was carried out in [20] resulting
in near-diagonal asymptotics which gave rise to a boundary universality result. A
similar approach was recently carried by Ameur-Cronvall [1] in some other regimes,
further away from the diagonal. However, given that we need to sum the resulting
expression |Pm,k|2 over k, it is much more convenient to have a calculus which gives
the squared moduli |Pm,k|2 directly. This is the purpose of the present work. As
for the summation in part (b), given that in many situations integration is actually
easier than summation, one should attempt to find a primitive with respect to the
degree parameter k of |Pm,k|2e−2mQ. We believe that this is within reach, and that
this primitive function combined with the Euler-MacLaurin summation formula can
be used to approximate the true one-point function.

To characterize the squared modulus |Pm,n|2, we appeal to Proposition 2.2 above,
which says that we should study the renormalized version of Problem 2.1 expressed
in (2.4) and (2.5). This may be viewed as an extension of the ∂̄-approach to planar
orthogonal polynomials, as formulated by Its and Takhtajan in [24] and developed in
[18]. If V0 = ∂U0, then V0 solves

∂̄V0 = |π|2e−2mQ,

and, given that π−1V0 ∈ C2 by assumption, we must have V0 = πΨ, where Ψ solves the
equation (2.6). Our approach to the study of the functions |Pm,n|2 is based on finding
approximate solutions of the renormalized version of Problem 2.1, see Theorem 8.2
and Corollary 8.3 below (cf. Proposition 8.1). In particular, lifting to the Laplacian
allows us to keep the approach real-valued.

2.3. Related work. The asymptotic properties of orthogonal polynomials on the real
line have been successfully analyzed using Riemann-Hilbert methods, see e.g. the works
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[17, 14, 15] and [16] by Fokas, Its, Kitaev, Deift, Kriecherbauer, McLaughlin, Ve-
nakides, and Zhou, in various constellations. The ∂̄-approach to planar orthogonal
polynomials appeared first by Its-Takhtajan in [24], and was studied also by Klein–
McLaughlin in [25].

In addition to the above-mentioned recent works [20, 21, 22, 18] on the asymptotics of
planar orthogonal polynomials for rather general potentials, we mention a related body
of work concerning special classes of potentials which can be studied using classical
Riemann-Hilbert methods. This includes work by Balogh-Bertola-Lee-McLaughlin [8],
Bleher-Kuijlaars [10], Grava-Balogh-Merzi [7], Bertola-Elias Rebelo-Grava [9], Lee-
Yang [26, 27] and by Byun-Yang [11].

2.4. Notation. We denote by dA and ds the usual area and length elements in the
complex plane C, normalized such that the unit disk D and the unit circle T have unit
area and length, respectively. We recall that we use the “quarter Laplacian”

∆ := ∂∂̄ = 1
4

(
∂2
x + ∂2

y),

where ∂ = ∂z and ∂̄ = ∂̄z are the standard Wirtinger differential operators

(2.8) ∂ = 1
2

(
∂x − i∂y

)
, ∂̄ = 1

2

(
∂x + i∂y

)
,

where z = x+ iy.
Denote by erf the standard error function, given by

erf(x) =
1√
2π

∫ x

−∞
e−t

2/2dt.

With this normalization, we have the identity erf(x) + erf(−x) = 1, the derivative is

given by erf ′(x) = (2π)−
1
2 exp(−t2/2) and we have limx→+∞ erf(x) = 1. We note the

bound

(2.9) 0 < erf(x) < (2π)−
1
2 |x|−1e−x

2/2,

valid for x < 0, while for x > 0 we have

(2.10) 1− (2π)−
1
2x−1e−x

2/2 < erf(x) < 1.

We will denote by Q an external “potential”, by which we mean a C2-smooth func-
tion Q : C→ R, subject to the growth condition (2.1).

We denote by ‖·‖2mQ and 〈· , ·〉2mQ the usual norm and sesquilinear inner product

in the space L2(C, e−2mQdA), respectively.

2.5. Potential theoretic background. For a parameter τ ∈ (0, 1], we define the
envelope function

(2.11) Q̌τ (z) := sup
{
u(z) : u ∈ SHτ (C), u(z) ≤ Q(z) for all z ∈ C

}
,

where SHτ (C) denotes the class of subharmonic functions which grow at most as
τ log |z| + O(1) at infinity. The function Q̌τ is C1,1-smooth and subharmonic; see
e.g. [19].

We let Sτ be the coincidence set

Sτ :=
{
z ∈ C : Q̌τ (z) = Q(z)

}
.

By a Perron-type argument, one sees that the function Q̌τ is harmonic outside Sτ .
Since τ ≤ 1, the set Sτ is compact; see [28]. We will moreover assume that Sτ is a
connected set, and that that the outer boundary, i.e. the boundary Γτ of the unbounded
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Figure 1. Zeros of km,n(z, w) for fixed z, for an elliptic potential
Q(z) = 1

2 |z|
2 + tRe (z2) with t = 0.6 and (m,n) = (150, 22). The

point z equals (a) .027i and (b) 0.36 + 0.15i, respectively.

component Ωτ of C\Sτ , is a real-analytically smooth curve. In addition, we assume that
Q is strictly subharmonic (i.e. that ∆Q > 0 holds) and real-analytic in a neighborhood
of Γτ , which in particular implies that other components of the complement ∂Sτ \ Γτ
are located at a positive distance from the curve Γτ . We denote by φτ the standard
Riemann mapping of Ωτ onto the exterior disk De := {z ∈ C : |z| > 1}, normalized so
that φτ (∞) =∞ and φ′τ (∞) > 0.

The function Q̌τ is harmonic on the complement C \ Sτ , so in particular on the
unbounded component Ωτ . Under the present assumptions, the restriction Q̌τ |Ωτ ex-

tends to a harmonic function Q̆τ on a larger domain Ωτ,ε = {z ∈ C : distC(z,Ωτ ) ≤ ε}
for some small positive ε. Due to well-known properties of the obstacle problem, the
function Q− Q̆τ is non-negative on a small neighborhood of Ωτ , which we can take to
equal Ωτ,ε without loss of generality. In fact, we have that

(Q− Q̆τ )(z) � distC(z,Γτ )2

holds in a neighborhood of Γτ . There exists a uniquely determined C2-smooth square
root Vτ of (Q − Q̆τ )(z) which is positive outside Γτ and negative inside. The square
root is automatically real-analytically smooth with non-vanishing gradient in a small
neighborhood of Γτ , and C2–smooth and strictly positive on Ωτ .

3. The Berezin density and its potential

3.1. Polynomial Bergman kernels and their zero sets. The polynomial Bergman
kernel k(z, w) = km,n(z, w) given by (2.7) is a polynomial of degree ≤ n− 1 in z (and

in w̄ as well, given the symmetry k(z, w) = k(w, z)). As such, the zero locus

Z = Zm,n := {(z, w) ∈ C2 : k(z, w) = 0}

is an algebraic variety in the variables (z, w̄) (and, alternatively, in (z̄, w)). The slices

Z(z) = Zm,n(z) := {w ∈ C : k(z, w) = 0}

generically consist of n − 1 points if we count multiplicities, and they move about
holomorphically in z̄. When z approaches infinity, the zero set Z(z) converges to

Z(∞) = Zm,n(∞) := {w ∈ C : Pn−1(w) = 0},
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where we write Pn−1 = Pm,n−1 to simplify the notation. The reason for this is that we
have the convergence

lim
|z|→+∞

k(z, w)

Pn−1(z)
= Pn−1(w).

It is an interesting task to study the motion of Z(z) as the point z ∈ C varies. The work
here as well as in the work [22] suggests that for off-spectral points z ∈ C \ S where
S = Sτ with τ = n/m, the zero set Z(z) will typically be confined to the droplet, i.e.,
we should have Z(z) ⊂ S, and then Z(z) consists of precisely n − 1 points. The only
way to have fewer points than n−1 is to have at least one point escape to infinity. We
could call such points z where Z(z) has fewer than n−1 points (counting multiplicities)
singular. It is easy to see that z is singular if and only if the degree of k(·, z) is < n−1,
and that this is so precisely when Pn−1(z) = 0. So the singular points form the zero
locus of Pn−1. Moreover, we know from [20] and [18] that under suitable additional
topological and regularity conditions, the zero locus is contained in the interior of S
with some control on the distance to the boundary. A numerical study of the zero set
in the case of the kernel for the elliptic Ginibre ensemble is illustrated in Figure 1.

3.2. The Berezin density at infinity. The orthogonal polynomial wave function,
given by |Pm,n|2e−2mQ, may be interpreted as an instance of the Berezin density for a
polynomial ensemble. To see this, we introduce the notation K(z, w) = Km,n(z, w) for
the weighted kernel

K(z, w) = k(z, w) e−m(Q(z)+Q(w)),

where k(z, w) = km,n(z, w) is the polynomial Bergman kernel (2.7), and define the
Berezin (probability) density B(z, w) = Bm,n(z, w) by the formula

B(z, w) =
|Km,n(z, w)|2

Km,n(z, z)
=
|km,n(z, w)|2

km,n(z, z)
e−2mQ(w).

A limit case of the Berezin density is

|Pn−1(w)|2e−2mQ(w) = B(∞, w) := lim
|z|→+∞

B(z, w),

where the expression on the left-hand side is the density which occurs in our potential
problem (2.4) with n replaced by n− 1. The algorithm presented in this work supplies
an asymptotic expansion for the density Bm,n(∞, ·) = |Pm,n|2e−2mQ and the associated
potential U1, where the two are connected via (2.4) and (2.5). It is a natural question
to ask whether this asymptotic analysis extends beyond the instance z =∞. We reflect
on this in the subsection below.

3.3. The Berezin density at a general point. We fix a general point z ∈ C, and
introduce the Berezin potential B(z, ·) = Bm,n(z, ·) given by

Bm,n(z, w) =

∫
C
Bm,n(z, ξ) log |w − ξ|2dA(ξ).

Then U1 = Bm,n(∞, ·), and the ∂w-derivative of the Berezin potential equals

(3.1) ∂wB(z, w) =

∫
C

Bm,n(z, ξ)

w − ξ
dA(ξ).
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By the reproducing property of kernels, we find that

(3.2) ∂wB(z, w) =

∫
C

Bm,n(z, ξ)

w − ξ
dA(ξ) =

1

k(z, z)

∫
C

k(z, ξ)
k(ξ, z)

w − ξ
e−2mQ(ξ)dA(ξ)

=
1

k(z, z)

∫
C

k(z, ξ)
k(ξ, z)− k(w, z)

w − ξ
e−2mQ(ξ)dA(ξ)+

k(w, z)

k(z, z)

∫
C

k(z, ξ)

w − ξ
e−2mQ(ξ)dA(ξ)

=
1

k(z, z)

k(z, z)− k(w, z)

w − z
+

k(w, z)

k(z, z)

∫
C

k(z, ξ)

w − ξ
e−2mQ(ξ)dA(ξ).

It is our task here to formulate an analogue to Problem 1 which characterizes the
Berezin potential. As a first step, we introduce appropriate notation, and write
c(z, w) := (w − z)−1 for the Cauchy kernel. It follows from (3.2) that

(3.3)
k(z, z)

k(w, z)

(
∂wB(z, w)− c(z, w)

)
+ c(z, w) =

∫
C

k(z, ξ)

w − ξ
e−2mQ(ξ)dA(ξ)

which expression defines a smooth function of w ∈ C. This suggests the following
formulation of the potential problem for the Berezin density:

(3.4)


∆A (z, ·) = |q|2e−2mQ − δz,
∂̄q ≡ 0 and q(z) > 0,

q−1∂A (z, ·) ∈ C2(C \ {z}),

coupled with the asymptotic behavior

(3.5)
(
A (z, w), q(w)

)
=
(
O(|w|−1), η0w

n−1(1 + O(|w|−1)
)

as |w| → +∞,

for some complex parameter η0 6= 0.

Theorem 3.1. The solution to the system (3.4)–(3.5) exists uniquely provided that z
is nonsingular, i.e, Pn−1(z) 6= 0, and is given by

(A (z, w), q(w)) =
(
B(z, w)− log |z − w|2, k(z, z)−

1
2k(w, z)

)
.

The proof of this theorem is deferred to §4.2. The theorem holds for any point
z ∈ C. However, for an off-spectral point z ∈ C \ S, things are sufficiently similar to
the case z = ∞ worked out here so that we may guess a shape for (A (z, ·), q) and
get the algorithm to supply asymptotic expansions. We do not carry out any of the
necessary details here. We could mention that the analysis should share some features
with the method introduced in [22], where an asymptotic expansion formula for the
kernel k(w, z) was found for a fixed off-spectral point z.

3.4. The Berezin density at bulk points. The asymptotic expansion formula for
the polynomial Bergman kernel k(z, w) = km,n(z, w) for bulk points z is more classical.
We recall that in the context, z ∈ C is a bulk point if z is in the interior of the droplet
S, and in addition, ∆Q(z) > 0 holds at the point. The Hörmander ∂̄-theory allows
for localization of the polynomial Bergman kernel k(z, ·) at bulk points, which gives
that the kernel is asymptotically the same as the Bergman kernel without polynomial
growth restraint [2]. This would not immediately supply the Berezin potential B(z, ·)
for bulk points z, but it is expected such a theory could be developed. We hope to be
able to pursue this matter elsewhere.
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Remark 3.2. There are of course points z which are neither off-spectral nor bulk. In
principle there are two possible types of such points. We have the boundary points
z ∈ S as well as the interior points z of the droplet S where ∆Q(z) = 0. We might
refer to the latter as weak bulk points. Under some radiality assumptions, such weak
points (or “bulk singularities”) were studied by Ameur-Seo in [5], who found that
Mittag-Leffler kernels appear in the local scaling limit. There is currently no method
available to expand polynomial Bergman kernels at general weak bulk points, but we
expect that such a theory may be developed, at least in particular instances, depending
on the type of zero of ∆Q. As for the expansion at regular boundary points, partial
insight was reached in [20], but we could ask for asymptotic expansion there as well.

3.5. The Ward identity in terms of the Berezin potential. We aim to charac-
terize the information content of the Ward identities in terms of a pointwise identity
involving the Berezin potential B(z, ·). To this end, we let Q~ = Q~m,n denote the
function

Q~(z) = τ

∫
C
un(w) log |z − w|2 dA(w) + c,

where as usual τ = n/m. Here, un = um,n is the so-called one-point function

(3.6) un(z) =
1

n
K(z, z) =

1

n
k(z, z) e−2mQ(z),

which is a probability density in C. The constant c = cQ,τ should only depend on

Q and τ , and it is chosen such that limm→+∞Q
~ = Q̌ holds. The Ward identity

EW+
n [v] = 0 of Proposition 3.1 in [4] has an equivalent formulation in terms of the

Berezin potential.

Theorem 3.3. The Ward identity is equivalent to the near-diagonal behavior

B(z, w)−B(z, z) + Λ(z)− Λ(w) = O(|z − w|2),

where B = Bm,n and we let Λ = Λm,n denote the function

Λ(z) = 2m(Q~(z)−Q(z))− log Km,n(z, z).

We defer the proof of this statement to later work [23], where we intend to explore
higher order Ward identities in the planar context as well.

Remark 3.4. The statements taken from [4] were formulated for τ = 1, i.e., m = n. To
arrive at the more general statement we should replace Q by τ−1Q in the statements
imported from [4].

Remark 3.5. An interpretation of Theorem 3.3 is that the Ward identity gives local
perturbation information on the Berezin potential B(z, w). However, the theorem
does not offer any way of calculating the Berezin potential, so that type of information
should be considered as deeper lying than the Ward identity itself.

4. Proofs of Proposition 2.2 and Theorem 3.1

4.1. The proof of Proposition 2.2. We verify that if (U0, π) is a solution to Prob-
lem 2.1, then π is the n-th degree monic orthogonal polynomial. That π is a monic
polynomial of degree n follows by a Liouville theorem type argument. We argue that
U0 takes the form

(4.1) U0(z) =

∫
C
|π(w)|2e−2mQ(w) log |z − w|2dA(w), z ∈ C.
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This follows from the fact that

(4.2) log |z − w|2 = log |z|2 + log
∣∣∣1− w

z

∣∣∣2 = log |z|2 − 2Re
w

z
+ O

(
|w|2

|z|2

)
,

as |z| → ∞ while |w| = o(|z|), together with the rapid decay of |π|2e−2mQ at infinity
and a Liouville-type argument. We observe that the representation (4.1) implies the
asymptotics

(4.3) U0(z) = ‖π‖22mQ log |z|2 + O(|z|−1)

as |z| → +∞, which proves that κ2 = ‖π‖22mQ. We may differentiate the relation (4.1)
to obtain

(4.4) ∂U0(z) =

∫
C

1

z − w
|π(w)|2e−2mQ(w)dA(w), z ∈ C,

which implies the asymptotic relation

(4.5) ∂U0(z) =
κ2 + O(|z|−1)

z
as |z| → +∞.

We proceed to verify that the orthogonality relation

(4.6)

∫
C
q(z)π(z) e−2mQ(z)dA(z) = 0

holds for any polynomial q of degree at most n− 1. By assumption, ∂U0 has the form

∂U0 = πΦ,

where Φ is C2-smooth. It follows that

|π|2e−2mQ = ∆U0 = ∂̄∂U0 = ∂̄
(
πΦ
)

= π∂̄Φ,

from which we conclude that ∂̄Φ = πe−2mQ. We may also conclude that

Φ(z) =
1

π(z)
∂U0(z) =

κ2 + O(|z|−1)

zn+1
as |z| → +∞.

By a standard argument (see e.g. §1.3 in [18]), this implies the desired orthogonality
relation (4.6).

Conversely, we let π be the monic orthogonal polynomial of degree n in the space
L2(C, e−2mQdA), and define U0 according to (4.1). By repeating the above argument,
it follows that U0 has the claimed asymptotic behavior at infinity, and it only remains
to show that

π−1∂U0 ∈ C2(C).

To this end, we observe that the formula (4.4) for ∂U0 remains valid, and that

|π(w)|2

z − w
= π(w)

π(w)− π(z)

z − w
+
π(z)π(w)

z − w
.

As a consequence, we obtain

(4.7) ∂U0(z) =

∫
C

|π(w)|2

z − w
e−2mQ(w)dA(w) =

∫
C
π(w)

π(w)− π(z)

z − w
e−2mQ(w)dA(w)

+ π(z)

∫
C

π(w)

z − w
e−2mQ(w)dA(w) = π(z)

∫
C

π(w)

z − w
e−2mQ(w)dA(w),
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where we use that (π(z)−π(w))/(z−w) is a polynomial of degree at most n− 1 in w.
It follows that

π(z)−1∂U0(z) =

∫
C

π(w)

z − w
e−2mQ(w)dA(w),

which expresses a C2–smooth function by elliptic regularity. �

4.2. The proof of Theorem 3.1. We first check that the proposed solution

(A (z, ·), q) =
(
B(z, ·)− l(z, ·), k(z, z)−

1
2k(·, z)

)
indeed solves the system (3.4)–(3.5), where l(z, w) := log |z −w|2. From the definition
of the Berezin potential B(z, ·), it is clear that

(4.8) ∆A (z, ·) = ∆(B(z, ·)− l(z, ·)) = ∆B(z, ·)− δz = Bm,n(z, ·)− δz

=
|k(z, ·)|2

k(z, z)
e−2mQ − δz = |q|2 e−2mQ − δz,

where in the last step, we used the proposed formula for q. This settles the first line
of (3.4). Next, since z is nonsingular, i.e., Pn−1(z) 6= 0, the proposed formula for q

is a polynomial of degree precisely n − 1 with point value q(z) = k(z, z)
1
2 > 0, which

settles the second line of (3.4) as well as the asymptotic growth of q in (3.5). By the
argument which leads up to (4.3), we obtain that

(4.9) B(z, w) =

∫
C

|k(z, ξ)|2

k(z, z)
e−2mQ(ξ) log |w − ξ|2dA(ξ)

=
‖k(z, ·)‖22mQ
k(z, z)

log |w|2 + O(|w|−1) = log |w|2 + O(|w|−1)

as |w| → +∞. Next, since log |w|2 − log |z − w|2 = O(|w|−1), we obtain the required
asymptotic decay of A (z, ·) at infinity. Finally, in view of the identity (3.3), the third
line of (3.4) follows as well.

It remains to check that the solution to the system (3.4)–(3.5) is unique. We observe
that according to the second line of (3.4), q is entire, and according to the growth bound
in (3.5), q must be a polynomial of degree equal to n − 1, as the leading coefficient
equals η0 6= 0. Next, we put

(4.10) A ~(z, w) :=

∫
C
|q(ξ)|2e−2mQ(ξ) log |w − ξ|2dA(ξ)− log |z − w|2,

and, by the argument which gives (4.3), we find that

A ~(z, w) := ‖q‖22mQ log |w|2 − log |z − w|2 = (‖q‖22mQ − 1) log |w|2 + O(|w|−1),

as |w| → +∞. A calculation gives that

∆A ~(z, ·) = |q|2e−2mQ − δz,
which is the same as ∆A (z, ·). As a consequence, H := A (z, ·)−A ~(z, ·) is harmonic,
and given the decay of A (z, ·) required by (3.5), it follows from the above bound that

H(w) = (1− ‖q‖22mQ) log |w|2 + O(|w|−1)

holds as |w| → +∞. A Liouville-type argument for harmonic functions now applies
to show that such weak growth forces H to be constant, and in a second step, that
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‖q‖2mQ = 1 and H(w) ≡ 0. We conclude that A (z, w) = A ~(z, w), which allows us
to differentiate (4.10) to obtain

(4.11) ∂wA (z, w) = ∂wA ~(z, w) :=

∫
C

|q(ξ)|2e−2mQ(ξ)

w − ξ
dA(ξ)− 1

w − z
= O(|w|−2).

Let us write

X (z, ·) = q−1∂A (z, ·),
which by assumption is C2-smooth in the whole punctured plane C \ {z}. Away from
the zeros of q, we have

(4.12) ∂̄X (z, ·) = ∂̄q−1∂A (z, ·) = q−1∂̄∂A (z, ·)q−1∆A (z, ·)
= q−1(|q|2e−2mQ − δz) = q̄e−2mQ − q(z)−1δz,

and since X (z, ·) is C2-smooth in C \ {z} according to the third line of (3.4), and
q(z) > 0 holds at the point, this equality holds in the sense of distribution theory in
the whole plane. Next, since q has degree precisely equal to n− 1, we have the decay

(4.13) X (z, w) := O(|w|−n−1) as |w| → +∞.

If we put

(4.14) X ~(z, w) :=

∫
C

q̄(ξ) e−2mQ(ξ)

w − ξ
dA(ξ)− q(z)−1

w − z
,

an elementary estimates gives that X ~(z, w) = O(|w|−1) as |w| → +∞. But then
the entire function X (z, ·) −X ~(z, ·) has to decay as well, which is only possible if
it vanishes. So X ~(z, ·) = X (z, ·) as functions. By finite geometric series expansion
of the Cauchy kernel c(z, w) = (w − z)−1, as in §1.3 in [18], it is possible to show that
the decay (4.13) entails that∫

C
ξjq(z)q(ξ) e−2mQ(ξ)dA(ξ) = zj , j = 0, . . . , n− 1.

This is the reproducing property in the space of polynomials of degree ≤ n− 1, which
determines the function q(z)q(ξ) uniquely:

q(z)q(ξ) = k(z, ξ).

Then q(z) = k(z, z)
1
2 and q(w) = k(z, z)−

1
2 k(w, z), as claimed. In view of this, the

formula giving A (z, w) is immediate from (4.10). �

5. An approximate potential problem for orthogonal polynomials

5.1. Heuristic derivation of an approximate potential problem. To reduce the
quantity of indices, we usually drop indication of the parameters m,n and τ = m/n.
Hence, we write in the sequel S, Ω, Ωε, Γ, P , and V .

We return to the potential problem for the orthogonal polynomials. We will work
with an approximate version of the renormalized version of Problem 2.1, which is
more robust. In particular, the delicate divisibility condition P−1∂U1 ∈ C2 will be
replaced by a decay condition in the interior direction of the droplet, which allows us
to introduce a cut-off function at little cost and ignore the interior completely.
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We will also work with the L2-normalized orthogonal polynomial rather than the
monic polynomial π = πm,n, and we denote it by P = Pm,n. By now it is understood
that (see e.g. [20], [18]), to leading order

Pm,n ∼ cm,nφnemQF,

where cm,n is a constant and where Q and F are holomorphic and bounded on Ωε,
and where in addition F is bounded away from zero. The function Q = Qτ satisfies
Re Qτ = Q on Γ = Γτ , so that

τ log |φτ |+ Re Qτ = Q̆τ ,

and F should admit an asymptotic expansion in non-negative powers of m−1. We may
consequently conclude that

|P |2e−2mQ ∼ c2
m,n|F |2e−2mV 2

holds near Γ, where we recall that V 2 = Q − Q̆ holds there. Since F is zero-free and
holomorphic on Ωε, it follows that log |F | is harmonic there, which allows us to write

F = c̃m,neh+ih̃, where c̃m,n = c−1
m,nm

1
4 ,

where h is a real-valued bounded harmonic function, while h̃ is the harmonic conjugate
of h, normalized to vanish at infinity. In terms of the function h, we expect

|P |2e−2mQ ∼ m
1
2 e2h−2mV 2

to hold in a suitably approximate sense. It is also convenient to relax the above
renormalized version of Problem 2.1 somewhat, by asking that the potential, now
denoted U , satisfies the weaker growth condition

U (z) = log |z|2 + O(1)

at infinity. The solution (U , P ) is no longer unique, but the non-uniqueness is only
up to an additive constant in the potential, i.e. the solution space is {(U1 + a, P ) : a ∈
R}, where (U1, P ) is the unique solution to the renormalized version of Problem 2.1
expressed in (2.4) and (2.5). Since U = U1 + a, we have

(5.1) ∆U = ∆U1 = |P |2e−2mQ ∼ m
1
2 e2h−2mV 2

.

The freedom of adding a constant to U1 will allow us to ensure that U decays rapidly in
the interior direction to the droplet S at Γ, and this effectively replaces the divisibility
condition P−1∂U1 = P−1∂U ∈ C2(C) (given that we are convinced that the zeros are
located further into the interior of S). The decay in the interior direction is encoded
by the ansatz

(5.2) U ∼ H erf(2
√
mV ) +

G√
2πm

e−2mV 2

where H is harmonic while G is smooth, both real-valued. The function H should be
defined on the whole of Ωε = Ωτ,ε and have the appropriate growth

(5.3) H(z) = log |z|2 + O(1)

at infinity, but G only needs to be defined in a small neighborhood of Γ. Away from

Γ, it is heavily suppressed by the Gaussian e−2mV 2
anyway. The principal properties

of these functions are that they admit asymptotic expansions

(5.4) H = Ĥ0 +m−1Ĥ1 + . . . , G = Ĝ0 +m−1Ĝ1 + . . .
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with harmonic and smooth coefficient functions Ĥj and Ĝj , respectively, which for
fixed τ do not depend on the parameter m. We stress that the function V is not yet
uniquely determined apart from in a neighborhood of the curve Γ, but V 2 is supposed
to be positive throughout Ωε \ Γ.

We proceed to solve the problem

(5.5) ∆U ∼ m
1
2 e2h−2mV 2

algorithmically, where U takes the form (5.2) while h admits an asymptotic expansion

(5.6) h = ĥ0 +m−1ĥ1 +m−2ĥ2 + . . .

with bounded harmonic coefficient functions {ĥj}j which do not depend on m. The
point is that if a pair (U , h) can be found such that (5.1) holds up to a small error,
then we obtain a good approximation of the wave function |P |2e−2mQ.

We do not impose any convergence properties on the asymptotic expansions (5.4)
and (5.6). At first, we will focus on algorithmic aspects and produce formal solutions
to (5.5) at the level of asymptotic expansions. Later on, we will control the error terms
that are introduced by suitably truncating the asymptotic expansions.

5.2. A preliminary version of the main result. A preliminary version of the main
result reads as follows. We work under the standing assumptions of §2.5.

Theorem 5.1. There exist (i) harmonic functions H ∼ Ĥ0 + 1
mĤ1 + . . . with growth

H(z) = log |z| + O(1) as |z| → +∞, (ii) smooth functions G ∼ Ĝ0 + 1
mĜ1 + . . . and

(iii) bounded harmonic functions h ∼ ĥ0 + 1
m ĥ1 + . . ., such that if U is given by

U = H erf(2
√
mV ) +

G√
2πm

e−2mV 2
,

it holds that
∆U ∼ m

1
2 e2h−2mV 2

.

As a consequence of this approximate potential equation, the L2-normalized orthogonal
polynomial P = Pm,n satisfies

|P |2e−2mQ ∼ m
1
2 e2h−2mV 2

,

which in turn leads to an asymptotic expansion for P .

The coefficient functions in the various asymptotic expansions get uniquely deter-
mined by a nonlinear algorithm which takes the form of a fixed-point equation. The
symbol ∼ denotes equality of asymptotic expansions. By suitably truncating the as-
ymptotic expansions, we obtain an error term of order e−c0

√
m with c0 > 0, valid in a

neighborhood of width � m−
1
4 of C \ Sτ . A more precise statement of this theorem is

contained in Theorem 8.2 below.

6. Derivation of the master equation

6.1. The ansatz and its consequences. We make the ansatz

(6.1) U = H erf(2
√
mV ) +

G√
2πm

e−2mV 2
,

where G and H are as above, with asymptotic expansions given by (5.4). This means
that U is no longer considered as an exact solution to the above Laplace equation
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(5.1), but only in an approximate sense. Taking the ∂̄-derivative of the ansatz, we find
that

∂̄U = ∂̄H erf(2
√
mV ) +

√
2m

π
∂̄V (H − 2V G) e−2mV 2

+
∂̄G√
2πm

e−2mV 2
(6.2)

=

√
2m

π
∂̄V E e−2mV 2

+∂̄H erf(2
√
mV ) +

∂̄G√
2πm

e−2mV 2
,(6.3)

where we have introduced the simplifying notation

(6.4) E = H − 2V G.

Taking the ∂-derivative of the above expression, we arrive at

(6.5) ∆U = ∂∂̄U = −2
5
2m

3
2π−

1
2V |∂V |2E e−2mV 2

+ 2
1
2m

1
2π−

1
2

{
∂V (∂̄H − 2V ∂̄G) + ∂

(
E∂̄V

)}
e−2mV 2

+
∆G√
2πm

e−2mV 2
.

By the product rule, we have the identity

−2V ∂V ∂̄G = −2∂V ∂̄(GV ) + 2|∂V |2G,

which gives that

∂V (∂̄H − 2V ∂̄G) = ∂V ∂̄E + 2|∂V |2G.
Combining this with (6.5) we find that

(6.6) ∆U = −2
5
2m

3
2π−

1
2V |∂V |2E e−2mV 2

+ 2
1
2m

1
2π−

1
2

{
∂V ∂̄E + 2|∂V |2G+ ∂E∂̄V + E∆V

}
e−2mV 2

+
∆G√
2πm

e−2mV 2
.

6.2. The master equation. As we want to solve the equation

(6.7) ∆U = m
1
2 e2h−2mV 2

,

we are led to consider

(6.8)

{
− 2

5
2m

3
2π−

1
2V |∂V |2E + 2

1
2m

1
2π−

1
2

(
2Re {∂V ∂̄E}+ 2|∂V |2G+ E∆V

)
+

∆G√
2πm

}
e−2mV 2

= m
1
2 e2h−2mV 2

,

where we recall that h is supposed to be a bounded harmonic function with an asymp-
totic expansion of the form (5.6). This should hold in the sense of equalities of formal
asymptotic expansions in powers of m−1, on a neighborhood of the outer boundary
curve Γ = Γτ . In terms of the functions E, H, G and h, the equation (6.8) posits that

(6.9) − 4mV |∂V |2E + 2Re
{
∂V ∂̄E

}
+ E∆V + 2|∂V |2G+ 1

2m∆G =
(π

2

) 1
2
e2h

should hold in the sense of equality of asymptotic expansions. We recall that we require
that h is a real-valued bounded harmonic function on the fattened exterior domain Ωε.
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7. Solving the master equation

In this section (and in the sequel) we will use the notation ϑ = m−1. While we will
specialize to ϑ > 0 in the end, it is useful to allow the parameter ϑ to take on complex
values. Restated in terms of ϑ, the master equation (6.9) becomes

(7.1) − 4ϑ−1V |∂V |2E + 2Re
{
∂V ∂̄E

}
+ E∆V + 2|∂V |2G+

ϑ

2
∆G =

(π
2

) 1
2
e2h.

7.1. Reduction of the master equation: Step 1. We assume that the equation

(7.1) admits a formal solution tuple (E,G, h), where E takes the form E = Ê0 +ϑÊ1 +
. . . and where (G,H, h) are given by (5.4)–(5.6) with m replaced by ϑ−1. If we multiply
(6.9) by ϑ and evaluate at ϑ = 0, we obtain

4V |∂V |2 Ê0 = 0.

Given that this relation needs to hold in a neighborhood of the curve Γ and since |∂V |
does not vanish there, we find that the leading order coefficient Ê0 of E must vanish
identically in a neighborhood of Γ:

(7.2) Ê0 = 0.

It is thus convenient to work with the function E := ϑ−1E, where E should admit an
asymptotic expansion

(7.3) E = Ê0 + ϑÊ1 + ϑ2Ê2 + . . . ,

rather than with E. If we rewrite (7.1) as an equation for (E , H,G, h), we obtain

(7.4) − 4V |∂V |2 E + 2ϑRe
{
∂V ∂̄E

}
+ ϑE∆V + 2|∂V |2G+ 1

2m∆G =
(π

2

) 1
2
e2h.

As ϑE = H − 2V G and since V vanishes on Γ, we have (H − ϑE)|Γ = 0. Given that
we know that H meets the growth bound (5.3), we obtain the formula

(7.5) H = log |φ|2 + ϑPΩ[E ].

Here, we recall that φ is the conformal mapping of Ω onto the exterior disk De, and
denote by

PΩ[f ] =

∫
Γ
PΩ(z, w)f(w)ds(w)

the usual Poisson extension operator for Ω, given in terms of the Poisson kernel PΩ

for the domain Ω. For sufficiently regular functions f , this means that PΩ[f ] is the
bounded harmonic extension of f to Ω, and if f is real-analytic PΩ[f ] extends har-
monically past Γ in the interior direction. If ε is small enough we may assume that
PΩ[E] extends harmonically to the whole fattened exterior domain Ωε. The relation
ϑE = H − 2V G backwards gives that

(7.6) G =
H − ϑE

2V
=
ϑ(PΩ − I)[E ] + log |φ|2

2V
,

where we observe that the above ratio is smooth in view of Weierstrass’ preparation
theorem. The reason is that the numerator is a real-analytic function which vanishes



BEREZIN DENSITY AND PLANAR ORTHOGONAL POLYNOMIALS 17

along Γ, while V has non-vanishing gradient along Γ. This allows us to get rid of the
function G in the equation (6.9), so that

(7.7) − 4V |∂V |2 E + 2ϑRe
(
∂V ∂̄E

)
+ ϑE∆V +

|∂V |2

V

(
ϑ(PΩ − I)E + log |φ|2

)
+
ϑ

4
∆
ϑ(PΩ − I)E + log |φ|2

V
=
(π

2

) 1
2
e2h.

7.2. Reduction of the master equation: Step 2. In terms of the linear operator

(7.8) S[f ] = Sϑ[f ] := ∂V ∂̄f + ∂̄V ∂f + f∆V + |∂V |2 (PΩ − I)f

V
+
ϑ

4
∆

(PΩ − I)f

V
,

and the expression

(7.9) L := 2|∂V |2 log |φ|
V

+
ϑ

2
∆

log |φ|
V

,

the equation (7.7) reads, given that E is real-valued,

(7.10) − 4V |∂V |2E + ϑS[E ] + L =
(π

2

) 1
2
e2h.

Hence, since V vanishes on Γ, the equation for E and h becomes

L+ ϑS[E ] =
(π

2

) 1
2
e2h on Γ,

which is equivalent to the equation

log(L+ ϑS[E ]) = 2h+
1

2
log

π

2
on Γ

so that h is determined from E by

(7.11) h =
1

2
PΩ

[
log(L+ ϑS[E ])

]
− 1

4
log

π

2
,

provided that L + ϑS[E ] > 0. We recall E should admit a full asymptotic expansion

(7.3) with leading order behavior E = Ê0 + O(ϑ), and it is clear that L > 0 holds
on Γ when |ϑ| is sufficiently small. Hence, L + ϑS[E ] > 0 will be satisfied on Γ for
sufficiently small |ϑ|. In view of the relation (7.11), we may rid the master equation of
the dependence on h as well, and we obtain the following non-linear equation for E :

(7.12) − 4V |∂V |2E +
{
L+ ϑS[E ]− exp

(
PΩ

[
log(L+ ϑS[E ])

])}
= 0.

The equation (7.12) may equivalently be stated as

(7.13) E =
1

4V |∂V |2
{
L+ ϑS[E ]− exp

(
PΩ

[
log(L+ ϑS[E ])

])}
where we note that the division by V does not produce any singularity, as the expression
in brackets vanishes along Γ. This is, as before, related with the Weierstrass division
theorem (see, e.g., Section 6.1 in [20] and Section 5.5 in [18]). Moreover, the division
by |∂V |2 is harmless, since ∂V 6= 0 in a neighborhood of the curve Γ.

7.3. Solution in terms of an asymptotic expansion. We proceed to outline an
algorithm which will determine a formal solution E to (7.13) in the form of an asymp-
totic expansion (7.3) in ϑ. In the proofs below, we will take an alternative approach to
deriving approximate solutions. Here, we focus on explaining the ideas, and suppress
the technical details for the reader’s convenience.
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The term Ê0. The main term Ê0 is obtained by evaluating both sides of (7.13) at ϑ = 0.
This gives

(7.14) Ê0 = E
∣∣
ϑ=0

=
1

4V |∂V |2
{
L̂0 − exp

(
PΩ

[
log L̂0

])}
,

where we use the notation L̂0 = L|ϑ=0. Since L̂0 − exp(PΩ[log L̂0]) vanishes along Γ
and, the division by V does not produce any singularity, and, since ∂V 6= 0 on Γ the

term Ê0 becomes real-analytic on some neighborhood of Γ.

The term Ê1. In order to obtain the coefficient function Ê1, we apply Taylor expansion
in ϑ in equation (7.13). In particular, the expansion of the left-hand side is

(7.15) E = Ê0 + ϑÊ1 + O(|ϑ|2),

where, for formal Taylor series f and g, the notation f = g + O(ϑk+1) means that
the Taylor coefficients of f and g agree up to order k. If we introduce the notation

L = L̂0 + ϑL̂1 and S = Ŝ0 + ϑŜ1 where L̂j and Ŝj do not depend on ϑ (cf. (7.8) and
(7.9)), the expression in brackets on the right-hand side of (7.13) becomes

(7.16) L+ ϑS[E ]− exp
(
PΩ

[
log(L+ ϑS[E ])

])
= L̂0 + ϑ(L̂1 + S[E ]

)
− ePΩ log L̂0 exp

(
PΩ log

(
1 + ϑ L̂1+S[E]

L̂0

))
= L̂0 − ePΩ log L̂0 + ϑ(L̂1 + Ŝ0[E ] + ϑŜ1[E ]

)
− ePΩ log L̂0

[
exp

(
PΩ log

(
1 + ϑ L̂1+Ŝ0[E]+ϑŜ1[E]

L̂0

))
− 1
]
.

Inserting the expansion (7.3) of E and Taylor expanding the logarithm to first order,
we obtain the Taylor expansion

(7.17) L+ ϑS[E ]− exp
(
PΩ

[
log(L+ ϑS[E ])

])
= L̂0 − ePΩ log L̂0 + ϑ

(
L̂1 + Ŝ0[Ê0]− ePΩ log L̂0PΩ

[
L̂1+Ŝ0[Ê0]

L̂0

])
+ O(|ϑ|2).

We hence see that the the equality (7.13) up to terms of order 1 in ϑ amounts to

(7.18) Ê1 =
1

4V |∂V |2
(
L̂1 + Ŝ0[Ê0]− ePΩ log L̂0PΩ

[
L̂1+Ŝ0[Ê0]

L̂0

])
.

On the curve Γ, we have

L̂1 + Ŝ0[Ê0]− ePΩ log L̂0PΩ

[
L̂1+Ŝ0[Ê0]

L̂0

]
= L̂1 + Ŝ0[Ê0]− elog L̂0 L̂1+Ŝ0[Ê0]

L̂0
= 0,

which means that we may divide smoothly by V |∂V |2 in (7.18), so E1 becomes real-
analytic on a neighborhood of Γ.

The general term. We now describe how to obtain the coefficient functions Êj for j ≥ 2.
As we enter the general step in the algorithm, we have determined the coefficient

functions Ê0, . . . , Êk for some given positive integer k. In view of (7.13), the next

coefficient, Êk+1, must be equal to the (k + 1)-st Taylor coefficient of

1

4V |∂V |2
{
L+ ϑS[E ]− exp

(
PΩ

[
log(L+ ϑS[E ])

])}
.



BEREZIN DENSITY AND PLANAR ORTHOGONAL POLYNOMIALS 19

We will refrain from writing the explicit formula for Êk+1, but we should explain that it

may be expressed in terms of the known coefficient functions Êj for j ≤ k, the operators
S and PΩ and the function L. To see this, we first introduce the notation

E =

k∑
j=0

ϑj Êj +

∞∑
j=k+1

ϑj Êj =: E I + ϑk+1E II,

where we stress that E I is considered known at this stage, and find that

(7.19) L+ ϑS[E ]− exp
(
PΩ

[
log(L+ ϑS[E ])

])
= L+ ϑS[E ]− ePΩ log L̂0 exp

(
PΩ

[
log(1 + ϑS[E ]/L̂0)

])
= L+ ϑS[E ]− ePΩ log L̂0 + ePΩ log L̂0 exp

(
PΩ

[
log
(
1 + ϑ(S[E I] + ϑk+2S[E II])/L̂0

)])
.

Next, we rewrite the expression in the exponent on the right-hand side as

(7.20) PΩ

[
log(1 +

(
ϑS[E I] + ϑk+2S[E II]

)
/L̂0)

]
= PΩ

[
log
(
1 + ϑS[E I]/L̂0

)
+ log

(
1 + ϑk+2 S[E II]

L̂0 + ϑS[E I]

)]
= PΩ

[
log
(
1 + ϑS[E I]/L̂0

)]
+ O(ϑk+2),

where the last equality holds since L̂0 is non-zero on Γ for sufficiently small ϑ. As a
consequence, we obtain that

(7.21) L+ ϑS[E ]− exp
(
PΩ

[
log(L+ ϑS[E ])

])
= L+ ϑS[E I]− ePΩ log L̂0 exp

(
PΩ

[
log(1 + ϑS[E I]/L̂0)

])
+ O(ϑk+2),

which shows that the (k + 1)-st Taylor coefficient of the right-hand side of the master
equation (7.13) only depends on E I; and not on the higher order terms contained in
E II. Combining (7.13) with (7.21), we obtain the structural formula

(7.22) Ek+1 =
1

4V |∂V |2
Fk(E0, . . . , Ek)

where the expression Fk(E0, . . . , Ek) can be computed in terms of known functions. As
in the previous steps, the fact that

L+ ϑS[E ]− exp
(
PΩ

[
log(L+ ϑS[E ])

])
= 0 on Γ

ensures Fk vanishes on Γ, and no singularity is created when we divide by V |∂V |2 in

(7.22) with j = k + 1. Hence, Êk+1 is real-analytic in a neighborhood of Γ.

By induction, the above algorithm produces a sequence Ê0, Ê1, Ê2, . . . of coefficient

functions, so that E = Ê0 + ϑÊ1 + ϑ2Ê2 + . . . supplies a formal solution to (7.13).
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7.4. The asymptotic expansion of the coefficient functions. We recall the equa-
tions (7.5), (7.6) and (7.11) for the remaining coefficient functions involved in the ap-
proximate potential equation (6.9), which express H, G and h in terms of E = ϑE .
With E denoting the formal asymptotic obtained expansion in the previous section, we
let E≈ denote a suitable approximation. For instance, we may choose to truncate the
series at a level k = kϑ

E≈ = Ê0 + ϑÊ1 + . . .+ ϑkÊk.
It turns out to be convenient for estimates to do things somewhat differently and
only truncate at the end, but the approximation E≈ will have a growing number of

coefficients equal to Êj ; we discuss this more in the following section. Given E≈, we
put

(7.23) H≈ = log |φ|2 + ϑPΩ[E≈], G≈ =
H≈ − ϑE≈

2V

and finally

(7.24) h≈ = PΩ log
(
L+ ϑS[E≈])− 1

4
log

π

2
.

The function h≈ admits an asymptotic expansion h≈ = ĥ≈0 +ϑĥ≈1 + . . ., and, provided

that the approximate solution Ê has correct coefficients up to order k, we have ĥ≈j = ĥj
for j ≤ k + 1. The leading coefficient function becomes

ĥ0 = PΩ log(L̂0)− 1

4
log

π

2

and, by Taylor expanding the logarithm, we see that the subsequent corrections are
given by

ĥ1 = PΩ

{ L̂1 + Ŝ0[Ê0]

L̂0

}
and

ĥ2 = PΩ

{ Ŝ1[Ê0] + Ŝ0[Ê1]

L̂0

− 1

2
ĥ2

1

}
,

where Ê0 and Ê1 are given by (7.15) and (7.18), respectively. Here, we recall that

L = L̂0 +ϑL̂0 and S = Ŝ0 +ϑŜ1, where the coefficients L̂j and Ŝj do not depend on ϑ.
In the end, we will further truncate h≈ by replacing it with its Taylor polynomial

hk in ϑ, for a suitable choice of k. With these functions in hand, we will construct

a suitably approximate local potential for m
1
2 e2h≈−2mV 2

from the ansatz (5.2), and
derive the asymptotics of the orthogonal polynomial P = Pm,n from this fact; see
Proposition 8.1 and Theorem 8.2.

7.5. The key estimates. The equation (7.13) may equivalently be stated as the fixed
point equation

(7.25) TE = E ,

where T denotes the nonlinear operator

(7.26) T[f ] = Tϑ[f ] :=
1

4V |∂V |2
{
L+ ϑS[f ]− exp

(
PΩ

[
log(L+ ϑS[f ])

])}
,
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where S and L were defined in (7.8) and (7.9), respectively. We remark that the
expression in brackets vanishes on Γ, so the division by V |∂V |2 does not create any
singularity.

Rather than truncating the asymptotic expansion of E , we will obtain the approxi-
mate solution E≈ as an iterate E≈ = Tk+1[0] of the nonlinear operator T. While the
operator S preserves real-analyticity in some neighborhood of Γ, its iterates can in fact
grow quite wildly. Hence, we need to carefully choose the number k = kϑ of iterates of
T in relation to the parameter ϑ, and only keep iterating as long as the size of Tk+1[0]
remains suitably controlled.

Below, we will prove estimates which imply the following lemmas. We recall that
while in the end we will apply the results with ϑ = 1

m , it is convenient to allow ϑ to
take complex values.

Lemma 7.1. There exist positive constants C0, c0, ε and % and a neighborhood N of

Γ, all depending only on V and φ, such that if k = kϑ is the integer part of ε|ϑ|−
1
2 , the

function E≈ = Tk+1[0] satisfies

(7.27) sup
z∈N

∣∣E≈(z)−T[E≈](z)
∣∣ ≤ C0 exp

(
− c0|ϑ|−

1
2
)

for ϑ ∈ D(0, %).

Recall the definitions of H≈, G≈ and h≈ from (7.23)–(7.24).

Lemma 7.2. With N and % as in Lemma 7.1, the functions E≈, H≈, G≈ are real
analytic on N , while h≈ is bounded and harmonic on N∪Ω for ϑ ∈ D(0, %). In addition,
the C1(N )–norms of the functions E≈, H≈, G≈, h≈ and the harmonic conjugate (h≈)∗

of h≈ in Ω are uniformly bounded for ϑ ∈ D(0, %).

In order to obtain an asymptotic expansions for the orthogonal polynomial in the
end (rather than a formula in terms of iterates of T), we need to know that h≈ is well
approximated by its k-th Taylor polynomial in the variable ϑ with k = kϑ, which we
denote by h≈ = h≈k .

Lemma 7.3. With N and % as in Lemma 7.1 and k = kϑ, there exist positive constants
C1 and c1 such that

sup
z∈N∪Ω

∣∣h≈ − h≈∣∣ ≤ C1 exp(−c1|ϑ|−
1
2 )

for ϑ ∈ D(0, %).

For the reader’s convenience, we defer the rather technical proofs of these three
lemmas to §9-10 below. In fact, we will obtain stronger versions which control the
relevant quantities in a scale of Banach spaces which implies uniform pointwise and
C1-control on N ; see Theorem 9.9, Proposition 9.10 and Lemma 10.2, respectively. In
the upcoming section, we proceed to investigate the consequence of these results for
the potential equation and for the asymptotics of the orthogonal polynomials.

8. Deriving the asymptotic expansion

8.1. Cut-off functions. We introduce a cut-off function χ1 with the following prop-
erties. The function χ1 is C∞–smooth and takes values in [0, 1]. It vanishes on a
neighborhood of C \ N while it equals one on a smaller ring domain N ′ containing Γ.
Without loss of generality we assume that N = φ−1(A) and N ′ = φ−1(A′), where A
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and A′ are two centered open annuli containing the unit circle with A′ ⊂ A. A way to
construct χ1 is to begin with a C∞–smooth radial cut-off function χ′1 with values in
[0, 1] which equals 1 on the annulus A′ and vanishes off the larger annulus A, and put
χ1 := χ′1 ◦ φ. Later on, we will also need a C∞–smooth cut-off function χ2 : C→ [0, 1]
which vanishes on C\ (Ω∪N ) and equals 1 on Ω∪N ′. We construct this function in a
similar fashion based on a radial cut-off function. In addition, we require that χ2 = χ1

holds on the set N ′∪ (C\Ω), so that the support of the difference χ2−χ1 is contained
in Ω \ N ′.

8.2. The approximate potential equation. We now return to the original problem,
and specify ϑ to ϑ = m−1, where m is the large semiclassical weight parameter. By
a slight abuse of notation, we will write km for kϑ. That is, km is the integer part of
ε
√
m for some fixed ε > 0. We let

(8.1) U ≈ = χ1

(
H≈ erf(2

√
mV ) +

G≈√
2mπ

e−2mV 2
)

+ (χ2 − χ1)H≈,

where E≈ = Tkm+1[0] and where the auxiliary coefficient functions H≈ and G≈ are
given by (7.23). We also recall the harmonic function h≈ given by (7.24). The following
is an immediate consequence of Lemma 7.1 and these definitions.

Proposition 8.1. We have

∆U ≈ = χ1

√
me2h≈−2mV 2

(
1 + O

(
e−c0

√
m
))

+ O
(
1N\N ′ e

−2mV 2 )
as m→∞, where the implicit constants are uniform throughout the plane, and where
c0 > 0 is the positive constant from Lemma 7.1.

Proof. We introduce the notation U ≈
∗ for the approximate potential

U ≈
∗ = H≈ erf(2

√
mV ) +

G≈√
2mπ

e−2mV 2
,

which may possibly be defined only on the neighborhood N of Γ. Then the potential
U ≈ satisfies U ≈ = χ1U ≈

∗ + (χ2−χ1)H≈, and we may calculate the Laplacian of U ≈

as

(8.2) ∆U ≈ = χ1∆U ≈
∗ + 2Re

(
∂̄χ1 ∂U ≈

∗ + ∂̄(χ2 − χ1) ∂H≈
)

+∆χ1 U ≈
∗ +∆(χ2 − χ1) H≈ =: χ1∆U ≈

∗ +W,

where we treat W = Wm as part of the error term.

We first claim that the termW is of order O
(
1N\N ′ e

−2mV 2 )
, so that it fits within the

given error parameters. Indeed, it vanishes outside N \N ′, and on the set N \(N ′∪Ω),
we use the fact that χ1 = χ2 there, so that

W = 2Re
(
∂̄χ1 ∂U ≈

∗
)

+∆χ1 U ≈
∗ on N \ (N ′ ∪ Ω).

We observe that U ≈
∗ and ∂U ≈

∗ are both of order O(e−2mV 2
) on N \ N ′. This holds

in view of the decay estimate (2.9) for the error function together with Lemma 7.2,
which asserts that the coefficient functions H≈ and G≈ together with their gradients
are uniformly bounded on N . As a consequence, we obtain

W = O
(
1N\N ′ e

−2mV 2 )
on C \ Ω.



BEREZIN DENSITY AND PLANAR ORTHOGONAL POLYNOMIALS 23

On the set (N \N ′) ∩ Ω, we instead have ∇χ2 ≡ 0, and hence

W = 2Re
{
∂̄χ1 ∂(U ≈

∗ −H≈)
}

+∆χ1 (U ≈
∗ −H≈) on Ω.

But in view of the estimate (2.10) and the fact that

U ≈
∗ −H≈ = H≈(erf(2

√
mV )− 1) +

1√
2πm

G≈ e−2mV 2
,

we find that both U ≈
∗ −H≈ and ∇(U ≈

∗ −H≈) are of order O(e−2mV 2
) on the open

set (N \N ′) ∩ Ω, so it follows that

W = O(1N\N ′ e
−2mV 2

)

globally.
It only remains to show that

(8.3) χ1∆U ≈
∗ = χ1m

1
2 e2h≈−2mV 2

(
1 + O

(
e−c0

√
m
))

where the implicit constant is supposed to be uniform on N . To see this, we should
relate (8.3) to the nonlinear operator T studied above. In view of the equations (6.6),
(6.8), and (6.9), with H and G replaced by H≈ and G≈, respectively, we have that

∆U ≈
∗ −m

1
2 e2h≈−2mV 2

=
(π

2

)− 1
2
m

1
2A e−2mV 2

,

where

(8.4) A = −4V |∂V |2 E≈ + 2
mRe

{
∂V ∂̄E≈

}
+ 1

mE
≈∆V + 2|∂V |2G≈

+ 1
2m∆G

≈ −
(π

2

) 1
2
e2h≈ .

Following the calculations in §7, in particular the equations (7.7), (7.8), (7.10), (7.11)
and (7.12) (cf. also the definition of T in (7.26)), we find that A may be expressed as

A = −4V |∂V |2
(
E≈ −T[E≈]

)
.

As a consequence, we obtain

(8.5) ∆U ≈
∗ −m

1
2 e2h≈−2mV 2

= −4
(π

2

)− 1
2
m

1
2V |∂V |2

(
E≈ −T[E≈]

)
e−2mV 2

= O
(
m

1
2 e−c0

√
m e−2mV 2 )

,

where the last step follows from Lemma 7.1. But this bound is equivalent to the
equation (8.3), and hence the proof is complete. �

8.3. Asymptotics of orthogonal polynomials. In §8.2, we proved that high iter-
ates E≈ = Tk+1[0] supply approximate solutions to the fixed-point equation TE ≈ E .
If we form the functions H≈ and G≈ as in §7.4 and the potential U according to the
ansatz (5.2), then ∆U should approximate to the orthogonal polynomial wave function
|P |2e−2mQ. To actually prove that it is correct, we need go back to P = Pm,n itself,
which amounts to a kind of polarization. As such, the result is essentially equivalent to
the main result of [18], but with a different proof and a new formula for Pm,n. Another
difference is that we do not work with truncated asymptotic expansions, but rather
the full iterates E≈ = Tk+1[0]. These iterates admit asymptotic expansions in negative
powers of m, but will in general contain terms of all orders. In view of Lemma 7.3 (see
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also §10 below), it is also possible to work with finite asymptotic expansions with an
m-dependent number of terms.

We let h≈ be as above, and denote by (h≈)∗ the harmonic conjugate of h≈ in the
domain Ω, normalized to vanish at infinity. We recall that τ is a fixed parameter with
0 < τ ≤ 1 such that the assumptions on S = Sτ in §2.4 hold.

Theorem 8.2. Let c0 > 0 be the positive constant from Lemma 7.1. Then, we have∥∥Pm,n − χ2m
1
4φn eh

≈+i(h≈)∗+mQ∥∥
2mQ

= O
(
e−c0

√
m
)
,

as m,n→ +∞ with n = τm.

Theorem 8.2 will be shown to follow from Proposition 8.1. Several of the necessary
steps have appeared previously in the works [20, 21, 18], and for this reason we keep
the presentation brief.

Proof. We let f be the holomorphic function on Ω defined by

f(z) = m
1
4φneh

≈+i(h≈)∗+mQ.

Notice that |f(z)| � |z|n at infinity, and that f extends holomorphically to Ω∪N . As
a first step, we apply a version of Hörmander’s L2-estimates for the ∂̄-operator to find
a polynomial p of degree n such that∫

C

∣∣p− χ2f
∣∣2e−2mQdA(z) = O

(
e−2dm

)
.

where d > 0, see e.g. §3.6 in [20]. It remains to show that p is close to the sought
orthogonal polynomial Pm,n.

We will use the approximate potential equation from Proposition 8.1 together with
the structure of U ≈ and Green’s formula to verify that p is appropriately approxi-
mately orthogonal to any polynomial q of degree at most n−1. If q is such a polynomial,
we observe that∫

C
q p e−2mQdA =

∫
C
χ2 q f e−2mQdA + O(e−dm‖q‖2mQ),

so it remains to estimate the first term on the right-hand side. But we have∫
C
χ2q f e−2mQdA =

∫
C
χ2

q

f
|f |2 e−2mQdA = m

1
2

∫
C
χ2

q

f
e2h≈−2mV 2

dA.

We rewrite this expression in the form∫
C
χ2

q

f
e2h≈−2mV 2

dA =

∫
C
χ1

q

f
e2h≈−2mV 2

dA +m−
1
2

∫
C

(χ2 − χ1)q f e−2mQdA,

where we should stress that the integrand in the last term on the right-hand side is
non-zero only on Ω \ N ′. Moreover, since h≈ is uniformly bounded on Ω, we have the
pointwise estimate

|f | e−mQ ≤ Cm
1
4 e−m(Q−Q̆) on Ω,

and a simple application of the Bernstein-Walsh lemma (see e.g. Proposition 2.3 in [20])

shows that |q|e−mQ ≤ Cm
1
2 e−m(Q−Q̆)‖q‖2mQ, for some positive constant C = C(Q).
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Hence, we find that (since χ2 − χ1 ≥ 0 automatically)

(8.6)

∣∣∣∣ ∫
C

(χ2 − χ1)q f e−2mQdA

∣∣∣∣ ≤ C2m
3
4 ‖q‖2mQ

∫
C

(χ2 − χ1)e−2m(Q−Q̆)dA

= O(e−d
′m‖q‖2mQ)

for some d′ > 0, where the last step follows from the fact that Q− Q̆ is bounded below
by a positive constant on supp(χ2 − χ1) and the known growth of Q− Q̆ at infinity.

We proceed to show that

(8.7) m
1
2

∫
C
χ1

q

f
e2h≈−2mV 2

dA = O
(
e−c0

√
m‖q‖2mQ

)
,

and it is here that the potential equation enters. Indeed, in view of Proposition 8.1,
we have that

m
1
2χ1e2h≈−2mV 2

= ∆U ≈ + O
((
χ1m

1
2 e−c0

√
m + 1N\N ′

)
e−2mV 2 )

,

from which it follows that

(8.8) m
1
2

∫
C
χ1

q

f
e2h≈−2mV 2

dA =

∫
C

q

f
∆U ≈dA

+ O

(
m

1
2

∫
C
χ1
|q|
|f |

e−c0
√
me−2mV 2

dA +

∫
N\N ′

|q|
|f |

e−2mV 2
dA

)
.

In addition, in view of the uniform boundedness of h≈ on the support of χ1, we find
that

(8.9) |f |−1e−2mV 2
= O

(
|f |−1e2h≈−2mV 2)

= O
(
m−

1
2 |f |−1 |f |2e−2mQ

)
= O

(
m−

1
2 |f |e−2mQ

)
,

and hence, an application of the Cauchy-Schwartz inequality gives that

(8.10)

∫
C
χ1
|q|
|f |

e−c0
√
me−2mV 2

dA = O
(
m−

1
2 e−c0

√
m

∫
C
χ1 |q| |f | e−2mQdA

)
= O

(
m−

1
2 e−c0

√
m‖q‖2mQ‖χ1f‖2mQ

)
.

Since ‖χ1f‖2mQ is clearly bounded (this will be verified below), it follows that the first

Ordo expression on the right-hand side of (8.8) is of order O(e−c0
√
m‖q‖2mQ).

Turning to the last error term in (8.8), we observe that (8.9) implies that∫
N\N ′

|q|
|f |

e−2mV 2
dA ≤ Cm−

1
2

∫
N\N ′

|q| |f | e−2mQdA,

so an application of the Cauchy-Schwartz inequality together with the observation that∫
N\N ′

|f |2e−2mQ ≤ Cm
1
2

∫
N\N ′

e−2mV 2
dA = O(e−d

′′m)

for some d′′ > 0 shows that the second error term in (8.8) is of order O(e−d
′′m‖q‖2mQ).

Hence, it follows that

m
1
2

∫
C
χ1

q

f
e2h≈−2mV 2

dA =

∫
C

q

f
∆U ≈ dA + O

(
e−c0

√
m‖q‖2mQ

)
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for m sufficiently large. To complete the proof of (8.7), we observe that by Green’s
formula, ∫

C

q

f
∆U ≈ dA = lim

R→+∞

1

2

∫
T(0,R)

( q
f
∂nU ≈ −U ≈∂n

q

f

)
ds = 0,

where T(0, R) = {z : |z| = R}, and where the last step relies on the facts that the
gradient of U ≈ decays like O(1/|z|) at infinity, and that q/f decays like O(|z|−1) at
infinity. If we put the pieces together, it follows that

(8.11)

∫
C
q p e−2mQdA = O

(
e−c0

√
m‖q‖2mQ

)
,

as m→ +∞.
Up to the point where we applied Green’s formula, essentially the same computations

may be repeated with q replaced by p, which is very close to f on Ω. Specifically, we
have that ∫

C
|p|2 e−2mQdA =

∫
C
χ1|f |2 e−2mQdA + O

(
e−dm

)
(8.12)

=

∫
C
∆U ≈dA + O

(
e−c0

√
m
)

(8.13)

= lim
R→+∞

1

2

∫
T(0,R)

∂nU ≈ds + O(e−c0
√
m)(8.14)

= lim
R→+∞

1

2

∫
T(0,R)

∂nH
≈ds + O(e−c0

√
m)(8.15)

= 1 + O(e−c0
√
m),(8.16)

where the last step relies on the fact that ∂nH
≈(z) = 2|z|−1 + O(|z|−2) at T(0, R) for

large R.
As was explained on pp. 349–350 in [20], the bounds (8.12) and (8.11) together with

a simple duality argument then yield the claim. �

We let τ and c0 be as in Theorem 8.2.

Corollary 8.3. There exists a positive number δ > 0, such that for z ∈ C such that

distC(z,Ω) ≤ δ m−
1
4 , we have the asymptotics

|Pm,n|2 =
√
m e2h≈+2mQ̆τ

(
1 + O

(
e−c0

√
m
))

as m,n→ +∞ with m = τm→ +∞.

Remark 8.4. (a) In terms of the wave function |Pm,n|2 e−2mQ, we find that

|Pm,n(z)|2e−2mQ(z) =
√
m e2h≈−2mV 2

(
1 + O

(
e−c0

√
m
))
.

(b) In addition, if I0 is a compact subinterval of (0, 1] such that the assumptions
in Section 2.4 hold for all τ ∈ I0, then the implicit constant in Theorem 8.2 and
Corollary 8.3 remains uniformly bounded, provided that τ ∈ I0.

Proof. The corollary follows from Theorem 8.2 by a standard application of the Bernstein-

Walsh inequality, and a comparison between e−c0
√
me−2mV 2

, which is the order of the

error term, and the function e−2m(Q−Q̌) in the interior direction of the droplet S at Γ.
The details are given in [18], §4.4. �
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9. Estimates for the nonlinear operator T

9.1. Banach scales of quantitatively real-analytic functions. In this section and
the next, we return to the notation ϑ = m−1 and agree to let ϑ take complex values.
Recall that the equation (7.13) may equivalently be stated as the fixed point equation

(9.1) TE = E ,

where T is the nonlinear operator

(9.2) T[f ] = Tϑ[f ] :=
1

4V |∂V |2
{
L+ ϑS[f ]− exp

(
PΩ

[
log(L+ ϑS[f ])

])}
,

where S and L were defined in (7.8) and (7.9), respectively. We will obtain approximate
solutions E≈ by iteration of T, i.e. we put E≈ = Ek for a suitable k = kϑ, where

Ek = Tk+1[0].

In order to see to what extent this iteration scheme will supply an approximate solution
to (7.25) we will need Lipschitz-type estimates for the operator T. More specifically,
in view of the calculation

(9.3) T[f ]−T[g]

=
1

4V |∂V |2

{
ϑS[f − g] + exp

(
PΩ

[
log(L+ ϑS[f ])]

)
− exp

(
PΩ

[
log(L+ ϑS[g])]

)}
=

1

4V |∂V |2

{
ϑS[f − g] + ePΩ[logL]R(f, g)

}
,

where we have introduced the notation

(9.4) R(f, g) := exp
(
PΩ

[
log(1 + ϑS[f ]/L)]

)
− exp

(
PΩ

[
log(1 + ϑS[g]/L)]

)
,

the non-trivial part is to estimate the nonlinear contribution R(f, g) in terms of the
size of f − g. The problem is that the nonlinear operator T fails to be Lipschitz in the
näıve sense, e.g., when acting on spaces of real-analytic functions on a given domain
containing Γ. Instead, we will need to work with a decreasing scale of spaces H ∞

σ (Γ) of
suitably quantitatively real-analytic functions defined in a complexified neighborhood
of the boundary curve Γ, and we will be able to prove Lipschitz estimates for T only
if we allow the co-domain to increase along this scale.

We follow the approach touched upon in [20] and further developed in [18], and
denote by A(ρ) the annulus

A(ρ) = {z ∈ C : ρ ≤ |z| ≤ ρ−1}

where 0 < ρ < 1, and for 0 < σ < 1 we introduce the 2σ-fattened diagonal annulus in
C2 by

Â(ρ, σ) =
{

(z, w) ∈ A(ρ)× A(ρ) : |z − w| ≤ 2σ
}
.

It turns out to be especially convenient to restrict attention to parameters ρ and σ
such that

ρ = ρ(σ) =
1

σ +
√

1 + σ2
= 1− σ + O(σ2),

where the indicated error terms refers to the limiting procedure σ → 0. We let Â(σ)

denote the annulus Â(σ) = Â(ρ(σ), σ).
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We denote by H ∞
σ (Γ) the space of real-analytic functions f on the neighborhood

of Γ given by φ−1(A(ρ(σ))), such that the Hermitian-analytic polarization fφ(z, w) of

f ◦ φ−1 is bounded on Â(σ). Here, we recall that φ is the exterior conformal mapping
φ : Ω → De, which preserves the point at infinity, and we will only work with small
enough parameters 0 < σ < 1 such that φ−1 extends conformally to A(ρ(σ)). If we
endow H ∞

σ (Γ) with the norm

‖f‖σ = sup
(z,w)∈Â(σ)

|fφ(z, w)|,

it becomes a commutative Banach algebra. We will show that T maps H ∞
σ (Γ) into

H ∞
σ′ (Γ) whenever σ > σ′, and obtain appropriate Lipschitz bounds of the form

‖T(f)−T(g)‖σ′ ≤ C
( 1

(σ′)2(σ − σ′)2
+

|ϑ|
(σ′)2(σ − σ′)4

)
|ϑ| ‖f − g‖σ,

valid for f and g e.g. in a ball of fixed radius r0 in H ∞
σ (Γ) and for ϑ in a fixed disk

D(0, %0). Since for some σ = σ∗, the initial iterate E0 = T[0] belongs to a fixed ball
in H ∞

σ∗ (Γ), this will allow us to keep good control of iterates Tk[0] as long as k is not
too large. We will quantify these statements shortly.

9.2. Basic estimates. To get started, we need the following Lemma. It follows di-
rectly from [18, §5.5].

Lemma 9.1. Assume that f ∈ H ∞
σ (Γ) vanishes along Γ. Then (1 − |φ|2)−1f ∈

H ∞
σ′ (Γ) for any σ′ < σ, and we have∥∥(1− |φ|2)−1f

∥∥
σ′
≤ 6
‖f‖σ
σ − σ′

.

As a first step, we show that the two linear operators PΩ and S act boundedly as
operators H ∞

σ (Γ) → H ∞
σ′ (Γ) whenever σ > σ′. In fact, for PΩ this holds true for

σ = σ′ as well, and we have

(9.5) ‖PΩ‖σ→σ := ‖PΩ‖H ∞
σ (Γ)→H ∞

σ (Γ) ≤
6

σ
,

as follows from [18, §5.5]. With the simplifying notation

(9.6) ‖S‖σ→σ′ := ‖S‖H ∞
σ (Γ)→H ∞

σ′ (Γ)

for the operator norm of S, we have the following result.

Proposition 9.2. For σ and σ′ with 0 < σ′ < σ < 1, we have that

(9.7) ‖S‖σ→σ′ ≤ ‖∆V ‖σ +
12σ′‖∂V ‖σ‖φ′‖σ + 42‖(∂V )2‖σ‖(1− |φ|2)/V ‖σ

(σ − σ′)σ′

+ |ϑ|
10206

∥∥φ′∥∥2

σ

∥∥(1− |φ|2)/V
∥∥
σ

(σ − σ′)3σ′
.

Ignoring the precise value of the constants, we have

(9.8) ‖S‖σ→σ′ ≤M0(σ, σ′, ϑ) := C0

(
1

(σ − σ′)σ′
+

|ϑ|
(σ − σ′)3σ′

)
where the constant C0 depends only on V and φ, provided that σ and σ′ are small
enough (depending only on V and φ).
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Proof. Before proceeding to estimate the operator norm of S, we recall the bounds

(9.9)
∥∥∂̄f∥∥

σ′
≤ 6‖f‖σ‖φ′‖σ′

σ − σ′
and

(9.10)
∥∥(I−PΩ)f

∥∥
σ
≤ 7‖f‖σ

σ

which follow from the equation (5.5.2) in [18] together with a change of variables, and
from (5.5.3) in [18], respectively.

The operator S acts by

S(f) = ∂V ∂̄f + ∂̄V ∂f + f∆V + |∂V |2 (PΩ − I)f

V
+
ϑ

2
∆

(PΩ − I)f

2V
,

so it follows from the triangle inequality and the above bound (9.9) for the ∂̄-operator
that

(9.11) ‖S‖σ→σ′ ≤
12‖∂V ‖σ′‖φ′‖σ′

σ − σ′
+ ‖∆V ‖σ +

∥∥(∂V )2
∥∥
σ′

sup
‖f‖σ=1

∥∥∥∥(I−PΩ)f

V

∥∥∥∥
σ′

+
|ϑ|
4

sup
‖f‖σ=1

∥∥∥∥∆(PΩ − I)f

V

∥∥∥∥
σ′
.

It remains to estimate the last two terms. The first term may be estimated using (9.10)
and Lemma 9.1, and we obtain

sup
‖f‖σ=1

∥∥∥∥(I−PΩ)f

V

∥∥∥∥
σ′
≤

42
∥∥V −1(1− |φ|2)

∥∥
σ′

(σ − σ′)σ
.

The last remaining term will be handled by repeated application of (9.9) and (9.10).
Namely, we insert two intermediate parameters σ0 = σ′+ 1

3(σ+σ′) and σ1 + 2
3(σ+σ′)

and apply (9.9) to obtain∥∥∥∥∆
(I−PΩ)f

V

∥∥∥∥
σ′
≤ 6‖∂g‖σ0‖φ′‖σ′

σ0 − σ′
,

where we have introduced the auxiliary function

g =
(I−PΩ)

V
f.

But applying (9.9) again (formally a conjugated version) followed by the Banach alge-
bra property and Lemma 9.1, we find that

‖∂g‖σ0 ≤
6‖φ′‖σ0

(σ1 − σ0)

∥∥∥∥(I−PΩ)f

V

∥∥∥∥
σ1

≤
36× 7‖φ′‖σ0

∥∥(1− |φ|2)/V
∥∥
σ1

(σ1 − σ0)(σ − σ1)σ1
‖f‖σ.

Putting these observations together, we arrive at

(9.12) ‖S‖σ→σ′ ≤
12σ′‖∂V ‖σ′‖φ′‖σ′ + 42‖(∂V )2‖σ′

∥∥(1− |φ|2)/V
∥∥
σ′

(σ − σ′)σ′

+ ‖∆V ‖σ +
|ϑ|
4

63 × 7‖φ′‖σ0‖φ′‖σ′
∥∥(1− |φ|2)/V

∥∥
σ1

(σ0 − σ′)(σ1 − σ0)(σ − σ1)σ1

The proof follows by calculating the constants and using the monotonicity of the norm
‖·‖σ in σ. �
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We record the following simple bound for some quantities related to V and φ which
will appear repeatedly.

Proposition 9.3. There exist constants 0 < σ∗ < 1 and ε0 > 0, depending only on V
and φ, such that all the quantities

(9.13)
∥∥(∂V )−2

∥∥
σ
,
∥∥V −1(1− |φ|2)

∥∥
σ
,
∥∥φ′∥∥

σ
, and

∥∥∂V ∥∥
σ
,

as well as

(9.14) sup
|ϑ|≤ε0

∥∥1/L
∥∥
σ
, and sup

|ϑ|≤ε0

∥∥T[0]
∥∥
σ

are uniformly bounded for 0 < σ ≤ σ∗.

Proof. We recall the definitions (7.9) and (9.2) of L and T, respectively, and write

L = L̂0 + ϑL̂1 where the coefficient functions do not depend on ϑ. We have

T[0] =
1

4V |∂V |2
{
L− exp

(
PΩ

[
logL

])}
=
{
L̂0 + ϑL̂1 − exp

(
PΩ

[
log L̂0 + ϑL̂1

])}
.

It is clear that the relevant quantities are bounded for some σ∗ and for ϑ = 0. Possibly

after shrinking σ∗ slightly, the coefficient L̂1 is also bounded in H ∞
σ∗ (Γ). Using the fact

that both 1/t and exp(t) are Lipschitz (the former away from the origin), we conclude
that for ϑ sufficiently small, both the quantities

sup
|ϑ|≤ε0

∥∥1/L
∥∥
σ∗
, sup
|ϑ|≤ε0

∥∥T[0]
∥∥
σ∗

are bounded. The claim now follows from the monotonicity of ‖·‖σ in σ. �

We fix, once and for all, the radius r0 to be

(9.15) r0 := 2 sup
|ϑ|≤ε0

∥∥T[0]
∥∥
σ∗

= 2 sup
|ϑ|≤ε0

∥∥E0

∥∥
σ∗
.

9.3. A preliminary Lipschitz-type estimate. We proceed to bound the quantity
R(f, g) that appeared in (9.4).

Proposition 9.4. Fix σ and σ′ with 0 < σ′ < σ < 1. There exists a constant m1,
depending only on L, Ω, σ, σ′ and r0, such that for |ϑ| ≤ 1

m1
and for all f and g in

the ball of radius r0 in H ∞
σ (Γ), we have that

(9.16) ‖R(f, g)‖σ′ ≤ 6|ϑ| ‖PΩ‖σ′→σ′‖S‖σ→σ′‖1/L‖σ′‖f − g‖σ.

Remark 9.5. We mention that the constant m1 is explicitly given below in (9.19).

Proof. In the proof, we keep in mind that if F is holomorphic on D(0, ‖f‖σ), then
the polarization of (F ◦ f)φ equals F ◦ fφ. We also recall that the spaces H ∞

σ (Γ) are
Banach algebras.

In view of the bound∥∥ϑS[f ]/L
∥∥
σ′
≤ |ϑ| ‖1/L‖σ′‖S‖σ→σ′‖f‖σ.

and the fact that
∣∣ log(1 + t)

∣∣ ≤ 2|t| holds for complex t whenever |t| ≤ 1
2 , we find that

for f of norm at most r0 in H ∞
σ (Γ), we have that

(9.17)
∥∥PΩ log(1 + ϑS[f ]/L)

∥∥
σ′
≤ ‖PΩ‖σ′→σ′

∥∥ log(1 + ϑS[f ]/L)
∥∥
σ′

≤ 2|ϑ| ‖PΩ‖σ′→σ′‖S‖σ→σ′‖1/L‖σ′‖f‖σ
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for all ϑ with |ϑ| sufficiently small, and similarly for g. Here, “sufficiently small” means
that

(9.18) |ϑ| ≤ 1

m0
, where m0 := max

{
ε−1
0 , 4M0(σ, σ′, ϑ) sup

|ϑ|≤ε0
‖1/L‖σ′r0

}
,

where ε0 = ε0(V, φ) is the positive parameter from Proposition 9.3 while M0(σ, σ′, ϑ)
is the constant from (9.8). Since

| exp(t)− exp(t′)| ≤ 3|t− t′|
whenever t, t′ are complex numbers with |t| ≤ 1 and |t′| ≤ 1, we find that for all f and
g in the ball of radius r0 in H ∞

σ (Γ) and for all ϑ such that

(9.19) |ϑ| ≤ 1

m1
, where m1 := max

{
m0, 2‖PΩ‖σ′→σ′M0(σ, σ′, ϑ) sup

|ϑ|≤ε0
‖1/L‖σ′r0

}
,

we have that

(9.20) ‖R(f, g)‖σ′ ≤ 3
∥∥PΩ log(1 + ϑLS[f ]/L)−PΩ log(1 + ϑS[g]/L)

∥∥
σ′

≤ 3‖PΩ‖σ′→σ′
∥∥ log(1 + ϑS[f ]/L)− log(1 + ϑS[g]/L)

∥∥
σ′
.

Similarly, the logarithm meets the Lipschitz bound∣∣ log(1 + t)− log(1 + t)
∣∣ ≤ 2|t− t′|

whenever t, t′ are complex with |t|, |t′| ≤ 1
2 . As a consequence, we find that

‖R(f, g)‖σ′ ≤ 6|ϑ|
∥∥PΩ

∥∥
σ′→σ′

∥∥S∥∥
σ→σ′

∥∥1/L
∥∥
σ′

∥∥f − g∥∥
σ
.

This holds for f, g in the ball of radius r0 in H ∞
σ (Γ) and for ϑ ∈ D(0, 1

m1
), where m1

is given above in (9.19). The proof is complete. �

Remark 9.6. We remark that the condition (9.19) looks like it could be circular, since
the right-hand side depends on ϑ. However, if we initially fix |ϑ| ≤ ε0, then the quantity
m1 will be uniformly bounded for fixed σ and σ′. Hence the condition (9.19) will be
met provided that |ϑ| is small enough.

9.4. The local Lipschitz estimate for T. We proceed to the central statement of
this section. We let m1 be the lower bound from Proposition 9.4 and recall the number
r0 from (9.15).

Theorem 9.7. Let σ and σ′ be positive real numbers with

0 < σ′ < σ < 1.

For any ϑ ∈ D
(
0,m−1

1

)
and for any two functions f and g in the ball of radius r0 in

H ∞
σ (Γ), we have that

(9.21) ‖T(f)−T(g)‖σ′ ≤ C(σ, σ′)M0(σ, σ′′, ϑ) |ϑ| ‖f − g‖σ,
where the constant C(σ, σ′) is given by

(9.22) C(σ, σ′) =
3
∥∥|∂V |−2

∥∥
σ′

∥∥(1− |φ|2)/V
∥∥
σ′

2(σ − σ′)(
1 + 6‖PΩ‖σ′′→σ′′ sup

|ϑ|≤ε0
‖1/L‖σ′′ exp

(
‖PΩ[logL]‖σ

))
,

where σ′′ is the mean σ′′ = 1
2(σ + σ′), and where M0(σ, σ′′, ϑ) is as in (9.8).
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Proof. Since H ∞
σ′ (Γ) is a Banach algebra, we have

‖T(f)−T(g)‖σ′ ≤
1

4

∥∥∥∥ 1

|∂V |2

∥∥∥∥
σ′

∥∥∥∥1− |φ|2

V

∥∥∥∥
σ′

∥∥∥∥ϑS(f − g) + ePΩ[logL]R(f, g)

1− |φ|2

∥∥∥∥
σ′
,

where have used the representation (9.3) of T(f)−T(g), and where we recall that R
was defined in (9.4). If we introduce an intermediate parameter σ′′ by

σ′′ =
1

2
(σ + σ′),

it follows from Lemma 9.1 that
(9.23)

‖T(f)−T(g)‖σ′ ≤
3

2(σ′′ − σ′)

∥∥∥∥ 1

|∂V |2

∥∥∥∥
σ′

∥∥∥∥1− |φ|2

V

∥∥∥∥
σ′

∥∥ϑS(f−g)+ePΩ[logL]R(f, g)
∥∥
σ′′
.

We conclude the proof by observing that in view of the triangle inequality, we have∥∥ϑS(f − g) + ePΩ[logL]R(f, g)
∥∥
σ′′
≤ |ϑ| ‖S‖σ→σ′′‖f − g‖σ + e‖PΩ[logL]‖σ‖R(f, g)‖σ′′ ,

so if we apply Proposition 9.4 to the last term on the right-hand side, it follows that∥∥T(f)−T(g)
∥∥
σ′
≤ C(σ, σ′) |ϑ| ‖S‖σ→σ′′‖f − g‖σ

where

(9.24) C(σ, σ′) =
3
∥∥|∂V |−2

∥∥
σ′

∥∥(1− |φ|2)/V
∥∥
σ′

2(σ′′ − σ′)

×
(

1 + 6‖PΩ‖σ′′→σ′′ sup
|ϑ|≤ε0

‖1/L‖σ′′ exp
(
‖PΩ[logL]‖σ

))
provided that f and g have norm at most r0 in H ∞

σ (Γ) and that |ϑ| ≤ 1
m1

. This proves
the claim. �

Combining Theorem 9.7 with Proposition 9.2 above, we obtain the following imme-
diate corollary which illustrates better what is going on. For the formulation, we recall
the positive number m1 defined above in (9.19).

Corollary 9.8. There exists a real number σ∗ with 0 < σ∗ < 1 such that whenever
0 < σ′ < σ < σ∗, the Lipschitz bound∥∥Tf −Tg

∥∥
σ′
≤M1(σ, σ′, ϑ) |ϑ| ‖f − g‖σ

holds for ϑ with |ϑ| ≤ 1
m1

and f, g in the ball of radius r0 in H ∞
σ (Γ), where the constant

M1(σ, σ′, ϑ) takes the form

M1(σ, σ′, ϑ) = C1

( 1

(σ′)2(σ − σ′)2
+

|ϑ|
(σ′)2(σ − σ′)4

)
,

for some positive constant C1 depending only on V and Ω.

Proof. If we plug in the definition of the constant M0(σ, σ′′, ϑ) from (9.8) into the
estimate in Theorem 9.7, we find that it only remains to verify that the quantities∥∥L−1

∥∥
σ
,

∥∥(∂V )−2
∥∥
σ

and
∥∥V −1(1− |φ|2)

∥∥
σ
,

do not degenerate as σ varies in the allowed parameter range. But this follows from
Proposition 9.3. �
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9.5. Approximate solutions to the fixed point equation. We recall the operator
T, defined above in (9.2). In this section, we show that iteration of the non-linear
operator T gives us an approximate fixed point, after a suitable ϑ-dependent number
of steps.

For the formulation, we let

C2 = 2 max
{

1, C1

( 16

(σ∗)4
+

64

(σ∗)6

)}
,

where C1 is the constant from Corollary 9.8.

Theorem 9.9. There exists a positive constant %0 = %(V, σ∗), such that for all ϑ in

the disk D(0, %0) and for any positive integer k with k ≤ |ϑ|−1/2C
−1/2
2 , we have∥∥Ek −T[Ek]

∥∥
1
2
σ∗
≤
(

1
2C2|ϑ| k2

)k‖E0‖σ∗ .

In particular, by taking the diagonal restriction in the relevant bi-annulus and choos-

ing N = φ−1(A(1
3σ
∗)) and letting, e.g., k = 1

2 |ϑ|
− 1

2C
− 1

2
2 , we obtain Lemma 7.1 as a

corollary. The factors 1
3 and 1

2 are not optimal, but are rather taken to have extra
room for later.

Proof. Recall the definition (9.15) of the radius r0:

r0 = 2 sup
ϑ∈D(0,ε0)

‖E0‖σ∗ .

The Lipschitz estimates for T from §9 are then valid for all f, g in the ball of radius r0

in H ∞
σ (Γ), provided that σ ≤ σ∗. For a parameter k ∈ N which may depend on |ϑ|,

we let σj = σj,k be the numbers

σj = σ∗ − σ∗j

2k
, j = 1, . . . , k.

Then σj decreases with j, we have σj−σj+1 = σ∗/(2k), while σk = σk,k = 1
2σ
∗ remains

bounded away from 0.
In order for the estimates from the previous section to apply, we need to require

that

(9.25) |ϑ|−1 ≥ m1 = M0(σj , σj+1, ϑ) ‖1/L‖σj+1 max
{

2, ‖PΩ‖σj+1→σj+1

}
r0

where we point out that the right-hand is expected to depend on ϑ as a consequence of
the choice of the parameters σj and the ϑ-dependence of M0(σ, σ′, ϑ). But in view of
the exact formula for M0(σ, σ′, ϑ) and the bounds given in Proposition 9.3 and (9.5),
there exists some constant C3 depending only on σ∗, V and φ, such that the quantity
m1 given in (9.25) satisfies

m1 ≤ C3

(
k + k3|ϑ|

)
.

Hence, if we require that k ≤ |ϑ|−
1
2C
− 1

2
2 , we obtain

m1 ≤ C3(k + k3|ϑ|) ≤ C3k(1 + C−1
2 ) ≤ C3√

C2
(1 + C−1

2 )|ϑ|−
1
2 .

It follows that if C3√
C2

(1 + C−1
2 ) ≤ |ϑ|−

1
2 , i.e., if

|ϑ| ≤ C2

C2
3

1

(1 + C−1
2 )2

=: %0,
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the inequality (9.25) holds. In other words, the upper bound on |ϑ|, which is required
for the estimates from the previous section to apply, is now replaced by a ϑ-independent
upper bound.

We let k be a parameter with k ≤ |ϑ|−
1
2C
− 1

2
2 and let |ϑ| ≤ %0. Then, for any

parameter j = 1, . . . k, we apply Corollary 9.8 to obtain the estimate∥∥Ej −T[Ej ]
∥∥
σj

=
∥∥T[Ej−1]−T[Ej ]

∥∥
σj
≤M1(σj , σj+1, ϑ)|ϑ|

∥∥Ej−1 − Ej
∥∥
σj+1

,

where M1(σ, σ′, ϑ) was defined in Corollary 9.8. Since C2 ≥ 2 we have in particular the

crude bound k ≤ |ϑ|−
1
2 , and hence we may combine the identity σj+1 − σj = σ∗/(2k)

with the bound σj ≥ 1
2σ
∗ to get that

M1(σj , σj+1, ϑ) = C1

( 1

(σj+1)2(σj − σj+1)2
+

|ϑ|
(σj+1)2(σj − σj+1)4

)
(9.26)

≤ C1

( 16k2

(σ∗)4
+

64|ϑ|k4

(σ∗)6

)
≤ 1

2
C2k

2(9.27)

Hence, we find that

(9.28)
∥∥Ej −T[Ej ]

∥∥
σj
≤ 1

2C2|ϑ| k2
∥∥Ej−1 −T[Ej−1]

∥∥
σj−1

,

provided that the norm on the right-hand side is at most r0.
It remains to verify that the relevant norms of Ej remain bounded by r0 throughout

the iteration, and finally to apply the estimate (9.28) iteratively to estimate ‖Ek‖σk in
terms of ‖E0‖σ0 .

The norms of Ej. We recall that E0 = T[0] and that the radius r0 was defined as
r0 = 2 sup|ϑ|≤ε0‖E0‖σ∗ . If we write E−1 ≡ 0, we find that the estimate (9.28) holds for
j = 0. This forms the base step for an induction.

Suppose next that E` lies in the ball of radius r0 in H ∞
σl

for all 0 ≤ ` ≤ j − 1. We
may then estimate the norm of Ej from above by

‖Ej‖σj ≤
j∑
`=0

‖E` − E`−1‖σ` =

j∑
`=0

‖TE`−1 −TE`−2‖σ` .

If j > |ϑ|−
1
2C
− 1

2
2 we are done, and else it follows that

(9.29) ‖Ej‖σj ≤
j∑
`=0

(1
2C2k

2|ϑ|)`‖E0‖σ0 ≤
j∑
`=0

1

2`
‖E0‖σ0 ≤ r0.

By induction, obtain the bound

(9.30) max
0≤j≤k

‖Ej‖σj ≤ r0

for the full sequence of iterates.

The iteration of the estimate (9.28). As a consequence of (9.30), the estimate (9.28)
is in force for j = 0, 1, 2, . . . , k. Hence, we may apply it iteratively, which yields

(9.31) ‖Ek −T[Ek]‖ 1
2
σ∗ = ‖Ek −T[Ek]‖σk

≤ 1
2C2|ϑ|k2 ‖Ek−1 −T[Ek−1‖σk−1

≤ . . . ≤
(

1
2C2|ϑ| k2

)k‖E0‖σ∗ ,
and the proof is complete. �
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9.6. The auxiliary coefficient functions. We let Ek = Tk+1[0] be the function from
Theorem 9.9, and define hk in accordance with (7.11), so that

(9.32) hk :=
1

2
PΩ

[
log(L+ ϑS[Ek])

]
− 1

4
log

π

2
.

We also let Hk and Gk be given by

Hk := log |φ|2 + ϑPΩ[Ek].
and

Gk :=
ϑ(PΩ − I)[Ek] + log |φ|2

2V
respectively (cf. (7.5) and (7.6)), where we point out that the division does not create
any singularity, so that the functions hk, Hk and Gk are all well-defined and real-
analytically smooth on the neighborhood N of Γ, given by

N = φ−1
(
A
(
ρ(1

3σ
∗)
))
,

In fact, we can quantify this further.

Proposition 9.10. There exists a constant C4 = C4(V, φ, σ∗) such that for all ϑ ∈
D(0, %0) and positive integers k with k ≤ |ϑ|−

1
2C
− 1

2
2 , the functions hk, Hk and Gk along

with their gradients are bounded in modulus by C4 on N . The same bound holds also
for the harmonic conjugate h∗k of hk in Ω.

In particular, this implies the preliminary claim from Lemma 7.2.

Proof. This proof relies on the observation that Ek lies in the ball of radius r0 in
H ∞

1
2
σ∗

(Γ) (see (9.30)), together with Lemma 9.1, Proposition 9.2 and the equation

(9.9). We illustrate how to bound the complex gradient ∂hk on N , and omit the
verification of the other claims since they are very similar. We recall that

hk =
1

2
PΩ

[
log(ϑS[Ek] + L)

]
− 1

4
log

π

2
.

Denote by σ′ the mid point between 1
3σ
∗ and 1

2σ
∗. It follows from (9.9) and (9.5) that

(9.33) ‖∂hk‖ 1
3
σ∗ ≤

18

3σ′ − σ∗
‖hk‖σ′‖φ′‖ 1

3
σ∗ +

1

4
log

π

2

≤ 54

(3σ′ − σ∗)σ′
∥∥ log(ϑS[Ek] + L)

∥∥
σ′
‖φ′‖ 1

3
σ∗ +

1

4
log

π

2

But Ek is has norm at most r0 in H ∞
1
2
σ∗

(Γ) and hence S[Ek] is bounded in H ∞
σ′ (Γ), uni-

formly for k and ϑ subject to the given requirements. Since moreover 1/L ∈H ∞
σ∗ (Γ),

we write ∥∥ log(ϑS[Ek] + L)
∥∥
σ′
≤
∥∥ logL

∥∥
σ′

+
∥∥ log(1 + ϑL−1S[Ek])

∥∥
σ′
.

Since %−1
0 ≥ m1 ≥ m0, we have ϑ ∈ D(0,m−1

0 ), and hence ‖ϑL−1S[Ek]‖σ′ ≤ 1
2 (see

(9.18)). As a consequence, we may use the elementary fact that log(1 + t) ≤ 2t for
|t| ≤ 2 together with Proposition 9.2 to obtain that

(9.34)
∥∥ log(ϑS[Ek] + L)

∥∥
σ′
≤ 2
∥∥ logL

∥∥
σ′

+ 2|ϑ| ‖L−1‖σ′
∥∥S[Ek]

∥∥
σ′

+ 2‖L‖σ′
≤ C‖Ek‖ 1

2
σ∗ + 2‖L‖ 1

2
σ∗ ,
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where we suppress the exact formula for the constant C (it may be found by inspecting
the constant in Proposition 9.2). However, it is clear that we may take C to depend
only on V and σ∗. The claim follows by putting together (9.33) and (9.34). �

10. Truncation of asymptotic expansions

In Theorem 8.2, we obtained an asymptotic formula for the planar orthogonal poly-
nomials of the form

P = m
1
4 (φ′)

1
2φneh

≈+i(h≈)∗+mQ
(

1 + O(e−c0
√
m)
)
,

where the error terms can either be interpreted in a suitable pointwise sense or in
the space L2(C, e−2mQdA). The function h≈ = hk is given by (7.11) in terms of the
approximate solution E≈ = Tk+1[0] to the fixed-point equation TE = E , where k = km
is a large parameter of order O(m

1
2 ). The function h≈ formally has some asymptotic

expansion

h≈ ∼ ĥ0 +m−1ĥ1 +m−2ĥ2 + . . . ,

where the coefficients ĥj for j smaller than the iteration parameter k are stable, mean-
ing they do not change if we increase m and iterate further. The goal of this section is to
show that we can truncate the asymptotic expansion at some appropriate m-dependent
finite term,

h = ĥ0 +m−1ĥ1 +m−2ĥ2 + . . .+m−kĥk

and still have

P = m
1
4 (φ′)

1
2φneh+ih∗+mQ

(
1 + e−c0

√
m
)
,

valid in the same region {z : dC(z,Scτ ) ≤ δm−
1
4 }.

We begin with a lemma concerning the error term in the complex version of Taylor’s
formula.

Lemma 10.1. Let f be a bounded analytic function on the unit disk D. Denote by
Pkf(z) the k-th Taylor polynomial of f(z). Then

|Pkf(z)− f(z)| ≤ |z|k+1
(

1 +
1

π
log

1

1− |z|2
)
‖f‖H∞(D), z ∈ D.

Proof. We begin with the Cauchy integral formula

f(z) =

∫
T

f(η)

1− zη̄
ds(η), z ∈ D.

The Taylor coefficients are similarly given by

f̂(j) =

∫
T
η̄jf(η)ds(η),

so that

Pkf(z) =
k∑
j=0

zj
∫
T
η̄jf(η)ds(η).

As a consequence, we get

f(z)− Pkf(z) = zk+1

∫
T

η̄k+1

1− zη̄
f(η)ds(η),
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which leads to the estimate∣∣f(z)− Pkf(z)
∣∣ ≤ |z|k+1‖f‖H∞(D)

∫
T

1

|1− zη̄|
ds(η).

We rewrite the right-hand side integral as∫
T

1

|1− zη̄|
ds(η) =

∫
T

∣∣(1− zη̄)−
1
2

∣∣2ds(η) =
∞∑
j=0

((1
2)j)

2

(j!)2
|z|2j =

∞∑
j=0

Γ(1
2 + j)2

Γ(1
2)2Γ(j + 1)2

|z|2j .

In view of the estimate

Γ
(

1
2 + j

)
≤
√
j Γ(j), j = 1, 2, 3, . . .

and the identity Γ(1
2) =

√
π, we obtain∫

T

1

|1− zη̄|
ds(η) ≤ 1 +

1

π

∞∑
j=1

|z|2j

j
= 1 +

1

π
log

1

1− |z|2
.

This completes the proof. �

Recall the operator T = Tϑ defined in (9.2), and let Ek = Ek,ϑ = Tk+1[0]. We recall
also from the proof of Theorem 9.9 that there exist positive constants %0 = %0(V, σ∗)
and r0 = r0(V, σ∗) such that Ek is holomorphic in ϑ ∈ D(0, %0) and such that

(10.1) ‖Ej‖ 1
2
σ∗ ≤ r0

holds for j = 0, 1, 2, . . . , km.

The following result implies Lemma 7.3, if we specify to k′ = k = kϑ = 1
2C
− 1

2
2 |ϑ|−

1
2

and restrict to the ring domain N .

Lemma 10.2. There exists a positive constant C5 = C5(V, σ∗) such that for any

ϑ ∈ D(0, %0) and any positive integer k with k ≤ |ϑ|−
1
2C
− 1

2
2 and any positive integer k′,

we have that ∥∥Pk′hk − hk∥∥ 1
3
σ∗
≤ C5

(
C2|ϑ|k2

)k′+1
.

Proof. By repeating the proof of Proposition 9.10, in particular by (9.34), we have

‖hk‖ 1
3
σ∗ ≤ C|ϑ| ‖Ek‖ 1

2
σ∗ + 2‖L‖ 1

2
σ∗ ,

where C = C(V, φ, σ∗) is a positive constant. By the bound (10.1) we have that Ek has
norm at most r0 in H ∞

1
2
σ∗

(Γ), whence

‖hk‖ 1
3
σ∗ ≤ C|ϑ|r0 + 2 sup

|ϑ|∈D(0,%0)
‖L‖ 1

2
σ∗ ≤ C5

for some constant C5 = C5(V, σ∗) when k and ϑ satisfy the given requirements. In
other words, as a function of (z, ϑ), hk belongs to the tensor product space

H ∞
1
3
σ∗

(Γ)⊗H∞(D(0, C−1
2 k−2)),

and has norm at most C ′. Here, the tensor product space should be understood as
the class of functions f(z, ϑ) which are holomorphic in ϑ ∈ D(0, ε1k

−2), such that for
fixed ϑ, we have f(·, ϑ) ∈ H ∞

σ (Γ). But then, by Lemma 10.1 and a simple scaling
argument, the Taylor polynomial Pk′hk of hk in the variable ϑ satisfies∥∥Pk′hk − hk∥∥ 1

3
σ∗
≤ C5

(
C2|ϑ|k2

)k′+1
,
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for ϑ in the smaller disk D(0, 1
2C
−1
2 k−2). This completes the proof. �
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[6] R. Berman, B. Berndtsson, J. Sjöstrand, A direct approach to Bergman kernel asymptotics for
positive line bundles. Ark. Mat. 46 (2008), no. 2, 197-217.

[7] F. Balogh, T. Grava and D. Merzi, Orthogonal polynomials for a class of measures with discrete
rotational symmetries in the complex plane. Constr. Approx. 46 no. 1 (2017), pp. 109-169.

[8] F. Balogh, M. Bertola, S.-Y. Lee, K. T.-R. McLaughlin, Strong asymptotics of the orthogonal
polynomials with respect to a measure supported on the plane. Comm. Pure Appl. Math. 68 no. 1
(2015), pp. 112-172.

[9] M. Bertola, J. G. Elias Rebelo, T. Grava, Painlevé IV critical asymptotics for orthogonal poly-
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