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1. INTRODUCTION

The following matching problem has been considered in papers by
Albrecht et al. (2003), [1], [2], and Tan (2003), [4]. There are u
unemployed people who each send a applications to v vacancies. The
problem is to estimate the number of jobs that become assigned. We
propose an algorithm that handles this problem.

2. NOTATIONS AND FORMULATION.

The u senders each pick a receivers at random and sends one letter to
each. There are v receivers. Every receiver that gets one or more
letters, picks one at random and answers it. The problem is:

Find the probability that a sender gets at least one answer = 1 — pr0,
where

pr0 = Prob{a sender gets no answer}.

Without loss of generality, we shall calculate the probability for
sender #1. The receivers of letters from sender #1 will be numbered
#1 through #a.

3. PRELIMINARY CALCULATION.
We have

p = Prob{an arbitrary sender hits an arbitrary receiver} = a/v.

We get
pr = Prob{receiver #1 gets k letters from the competing
u — 1 senders} = (u ; 1)pk(l —p) k(1)
By the random responding policy, we get
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= Prob{receiver #1 does not respond to sender #1} =
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In paper [1], it was tacitly assumed that the number of letters
received by #1, ., ., #a are independent random variables leading to
the (incorrect) result

pr0 = q®. (3)
The fact that the number of letters received by two receivers are

dependent was detected by Tan, [4]. She also gave the expression for
pr0 for the case a = 2, and indicated the expression for bigger a.

4. THE FINITE PARAMETER CASE.

We shall describe a way of calculating pr0 . The description will be
carried out for a = 3, but the generalization to bigger a is immediate.
We shall calculate the joint probability p(ki, ks, k3) that ki, ko, and k3
competing letters arrive at receivers #1, #2, and #3, respectively. In
analogy with (2), we then have

u—1 u—1 u—1
ks

pro_zzzk1+1k2+1k3+1 plks, bz, ko). (4)

k1=1ko=1k3=1

An outcome of the random sending process is defined by the binary
indicator functions m; of @ = 3 binary variables

1, if the competing sender #i sends j, letters to receiver #r
0, otherwise

mi(jlajzaj?,) = {

Here, 2 <i<u,1<r<a,and j, = 0,1, since a sender sends 0 or 1
letters to a receiver. This means that the domain of m; has 2¢ = 8
elements and m; = 1 on one of them

Zzzmi(jlaj2,j3) =1

Jji J2 73

Define

m(j1, jz, js) Zmz J1, J2, J3)

so that
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SN ml, orgs) =u— 1. (5)

Jji Jj2 Js
The 2* =8 m(j1, o, j3) take integer values in the range (0,u — 1).
The number of competing letters arriving at receivers #1 - #3 are

k=YY m(L, 2, j3)

Jj2 J3

ky =YY m(ji,1,53) (6)

Jji 43

ks =Y m(ji,ja1).
i1 j2

We need the probability that the outcome described by the numbers

m(jb j?a ]3) occurs.
Define the probabilities s(i),0 < i < a, pertaining to one sender and
the group of receivers #1 - #a.

s(0) = Prob{no letter hits the group}
s(7) = Prob{only letters #1 through #i hit the group} for 1 <i < a.

Taking into account the possible permutations of the letters, we have

=0

The s(i) are probabilities for sampling without replacement. We give
the expressions for a = 3 :

v—3 v—4 v-5
0) =
s(0) v v—1 v—=2’
— —4
sm== 122 125
v v—1 v—2
3 2 v—3
2) = —
s(2) v v—1 v-=2
3 2 1
3) = -
S() v v—1 v—-2

The event that receivers #1 - #3 gets ki,k9, and k3 letters,
respectively, can happen in a multinomial number of ways with
probabilities derivable from the s(i). We get
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pky, ko, ks) = > (w=1']] m(jr, jz, j3)!

all indicator functions m
satisfying (5) and (6)

7
The computer algorithm for doing the calculations generates all the( )
2% tiples m satisfying (5). According to Feller, [3], page 52, the
number of such 2-tiples is (20;“; 2). For each such m, the algorithm
calculates the k; from (6). The corresponding term in the sum of (7)
is calculated, multiplied by the factors k;/(k; + 1) of(4), and added to
pr0.

5. THE LIMIT CASE

Paper [2] derives the limit value

prO(A) = lim pro0,
b

where A is a constant.

We obtain the limit value by letting v — oo in (7). In the limit, we
have v's(i) — constant. We shall show that the only terms that
contribute to pr0 are those with one of the indices j, = 1 and the
others equal to 0. The resulting k; are

]€1 = m(l, 0, 0)
ks = m(0,1,0)
ks = m(0,0,1).

The corresponding term in (7) is

(u—1)! s(1)krthaths
(u—1—ky —ky— k)| kylkolks!
When v — oo, this becomes proportional to

S(o)u—l—kl—kg—ks A

o (us(1))frtheths
SO el ®)

where $(0)" tends to an exponential and us(1) — aA. Any term of (7)
with more than one j, = 1 has factors us(i), i > 2 , which tend to
zero when v — 00 .

The expression (8) can be split into three factors each depending on
only one k;. This implies that (7) in the limit is the product of
probabilities of independent events. It follows that (3) is correct in the
limit. The limit v — oo can be taken in (2) and inserted in (3) giving
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pro(A) = (1 _ 1_@;—11(_@))

Two computer files (matching.bas and matching.exe) for doing the
described calculations can be found on the authors homepage:
www.math.kth.se/ johanph/
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