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Abstract: The famous ergodic hypothesis suggests that for a typical Hamiltonian on
a typical energy surface nearly all trajectories are dense. KAM theory disproves it.
Ehrenfest (The Conceptual Foundations of the Statistical Approach in Mechanics.
Ithaca, NY: Cornell University Press, 1959) and Birkhoff (Collected Math Papers.
Vol 2, New York: Dover, pp 462–465, 1968) stated the quasi-ergodic hypothesis claiming
that a typical Hamiltonian on a typical energy surface has a dense orbit. This question is
wide open. Herman (Proceedings of the International Congress of Mathematicians, Vol II
(Berlin, 1998). Doc Math 1998, Extra Vol II, Berlin: Int Math Union, pp 797–808, 1998)
proposed to look for an example of a Hamiltonian near H0(I ) = 〈I,I 〉

2 with a dense orbit
on the unit energy surface. In this paper we construct a Hamiltonian H0(I )+εH1(θ, I, ε)
which has an orbit dense in a set of maximal Hausdorff dimension equal to 5 on the unit
energy surface.
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1. Introduction

The famous question called the ergodic hypothesis, formulated by Maxwell and Boltz-
mann, suggests that for a typical Hamiltonian on a typical energy surface all, but a
set of zero measure of initial conditions, have trajectories covering densely this energy
surface itself. However, KAM theory showed that for an open set of nearly integrable
systems there is a set of initial conditions of positive measure of almost periodic trajec-
tories. This disproved the ergodic hypothesis and forced to reconsider the problem. A
quasi-ergodic hypothesis, proposed by Ehrenfest [E] and Birkhoff [Bi], asks if a typical
Hamiltonian on a typical energy surface has a dense orbit. A definite answer whether
this statement is true or not is still far out of reach of modern dynamics. There was
an attempt to prove this statement by E. Fermi [Fe], which failed (see [G] for a more
detailed account). To simplify the quasi-ergodic hypothesis, M. Herman [H] formulated
the following question:

Can one find an example of a C∞–Hamiltonian H in a Cr –small neighborhood of
H0(I ) = 〈I,I 〉

2 such that on the unit energy surface {H−1(1)} there is a dense trajectory?
Many people believe that such examples do exist and are C∞–generic (see [E,Bi,

Ar1]). In this paper we make a step in the direction of answering Herman’s question.
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Fig. 1. Construction of an H -tree

For any r we construct a C∞–Hamiltonian, which is Cr -close to H0(I ) = 〈I,I 〉
2 and has

a trajectory dense in a set of maximal Hausdorff dimension on the energy surface 1/2.
Here is the exact statement.

Let θ = (x, y, z) ( mod 1) ∈ T
3, I ∈ R

3 and H0(I ) = 〈I,I 〉
2 = |I |2/2 be the

unperturbed Hamiltonian, where 〈I, I 〉 is the dot product in R
3.

Theorem 1. For any 2 ≤ r ≤ ∞ there is a C∞–smooth Cr –small1 perturbation of H0:

Hε(θ, I ) = H0(I ) + εH1(θ, I, ε) (1)

such that on the energy surface {Hε = 1/2} there is an orbit (I, θ)(t) of Hε whose
closure has Hausdorff dimension 5.

This paper is followed by [KZZ], where it is announced that the closure of an orbit
can have a positive 5-dimensional Lebesgue measure. Naturally, there is a number of
ideas in common.

The basic idea of the proof of this theorem is as follows. Consider the unperturbed
system. The phase space of this system is T

3 ×R
3 and the energy surface has the form

T
3×S

2, where S
2 is the 2-dimensional unit sphere in R

3. Denote by K the set of totally
irrational vectors, i.e., ω ∈ R

3 such that for all k ∈ Z
3\{0}we have 〈k, ω〉 �= 0. We shall

construct the following objects:

— a Cantor set F∞ ⊂ S
2 ∩ K of Hausdorff dimension 2 of the type of H -tree (see

Fig. 1, Sect. 2 for a sketch of the construction, and Sect. 7 for the details). The
product F∞ = T

3× F∞ ⊂ T
3×R

3 is a set of Hausdorff dimension 5 in the phase
space.

— an open set U ⊂ R
3 such that its boundary ∂U contains F∞, i.e., F∞ ⊂ ∂U .

— a perturbation εH1(I, θ, ε) supported on T
3 × U . In other words, the perturbation

vanishes on F∞ and, therefore, all the invariant tori of the unperturbed system
H0 in F∞ are also invariant for Hε = H0 + εH1, and form a set of Hausdorff
dimension 5 in the phase space. Moreover, all of them belong to the energy surface
{Hε = 1/2} which coincides with {H0 = 1/2} on F∞.

The main feature of this construction is that there is a trajectory of Hε which visits
an arbitrarily small neighborhood of each torus in F∞. In particular, one can arrange
that F∞ contains tori with any prescribed irrational frequency. The second main result
of this paper is the following.

1 Notice that r can be equal to infinity.
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Theorem 2. Let 
ω ′ = (ω′1 , ω′2, ω′3) and 
ω ′′ = (ω′′1 , ω′′2 , ω′′3) be a pair of totally irra-
tional unit vectors, i.e., 
ω′, 
ω′′ ∈ K and | 
ω ′| = | 
ω ′′| = 1. For any 2 ≤ r ≤ ∞
there is a Cr -smooth function H1(θ, I, ε) that vanishes on the invariant tori T

3

ω ′ and

T
3

ω ′′ and an ε0 > 0 such that the following holds. For any ε < ε0 the Hamiltonian

Hε(θ, I ) = H0(I )+εH1(θ, I, ε) has an orbit (θ, I )(t) on the energy surface {Hε = 1/2}
whose ω-limit set contains T

3

ω ′ and α-limit set contains T

3

ω ′′ .

2. Outline of the Proof

We give here a heuristic outline of the proof of the main theorem. Since the Hamiltonians
we shall study are close to |I |2/2, we have θ̇ = I + ε∂I H1, so in the outline below we
shall make practically no distinction between velocity θ̇ and I (see (2-3)). A general
method of constructing a diffusing trajectory is to make the velocity vector θ̇ follow a
resonant plane of the form π = {k1 ẋ + k2 ẏ + k3 ż = 0} with k = (k1, k2, k3) ∈ Z

3 \ {0}
(single resonance). Consider the energy surface {Hε(θ, I ) = 1/2}. For ε = 0, its pro-
jection onto the I -space is the unit two-sphere S

2. For small ε this projection, S
2
ε , is a

small smooth deformation of the sphere.
Consider the action component first. We shall choose a countable number of resonant

planes {πi }i∈Z+ in such a way that the union of segments li ⊂ πi ∩ S
2 over i form a

fractal set F whose closure F has the maximal Hausdorff dimension on S
2
ε . The set F

is such that the stereographic projection from S
2 onto R

2 transforms F into a set close
to the so-called H -tree, see Fig. 1. This model set is denoted by Fmod .

An H -tree on the plane is a fractal set, obtained as the closure of a countable union
of self-similar H -letters. More exactly, fix 0 < λ < 1 and define sets

— Fmod
λ,1 consists of one horizontal segment of length one and two vertical segments

of length λ centered at the end points of the horizontal segment. Thus, F1 has the
H -form.

— Fmod
λ,n consists of 22n translated copies of λ2n Fmod

1 so that the center of each copy

coincides with a vertex of a vertical segment inside Fmod
λ,n−1,

Fmod
λ = ∪n Fmod

λ,n .

Notice that for 0 < λ ≤ 1/
√

2 we have no loops in Fmod
λ . It is easy to compute that the

Hausdorff dimension of the H -tree Fmod
1/
√

2
is 2, and Fmod

1/
√

2
fills an open set on the plane.

In our case the H -tree F belongs to the energy surface {Hε = 1/2}. It is modeled on
the above plain fractal and has Hausdorff dimension 2, but it differs from the model set
in the following features. Each segment of F is the intersection of the energy surface
{Hε = 1/2} with an appropriate resonant plane passing through the origin. Moreover,
λ is not constant during the inductive construction and approaches 1√

2
from below.

Therefore, nth order H -sets are only almost self-similar to those of order n − 1. We
define

F∞ = (
F̄\F

) ∩K and F∞ = F∞ × T
3,

where K stands for the set of rationally independent vectors in R
3. We shall prove that

F∞ has Hausdorff dimension 2.
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The Hamiltonian Hε will be constructed so that Hε(θ, I ) = H0(I ) for all I ∈ F∞.
We shall construct a trajectory of Hε whose velocity vector changes along the segments
of F in a prescribed order. Moreover, it shadows the whole F∞ in the limit. To make
the diffusion process work, the resonant planes have to satisfy certain conditions which
we specify in Sect. 7.

The construction of the Hamiltonian Hε is done through a construction of the corre-
sponding Lagrangian Lε. Recall that for a strictly convex Hamiltonian H(θ, I ) one can
define a Legendre transform

L(θ, θ̇ ) = max
I
〈θ̇ , I 〉 − H(θ, I ) =: L(H) (2)

and a diffeomorphism

L : (θ, I )→ (θ, θ̇ ) = (θ, ∂I H). (3)

The standard formalism (see e.g. [Ar2]) states that orbits of the Hamiltonian equation
of H are mapped into orbits of the Euler-Lagrange equation of L:

d

dt
∂θ̇ L = ∂θ L .

Moreover, the Legendre transform is involutive, i.e., L(L) = L2(H) = H . Thus, our
system, governed by the Hamiltonian (1), corresponds to the Euler-Lagrange equation
with the Lagrangian

Lε(θ, θ̇ , ε) = 〈θ̇ , θ̇〉
2

+ εL1(θ, θ̇ , ε). (4)

The Lagrangian L1 will have the form

U (θ, θ̇ , ε)− εr+1β(θ, θ̇ , ε), θ = (x, y, z) ∈ R
3. (5)

Remark. In the case r = ∞, replace the factor εr+1 in front of the perturbation term

by e− 1
ε . Then we use a standard metric in the space of C∞-functions f :  �→ R.

Recall the definition: consider the following family of semi-norms on : ‖ · ‖i, j =
max|α|≤i supx∈K j

|∂α f (x)|,where K j is a countable family of compact sets that exhaust
. The standard metric in the space of C∞()-functions is

d( f, g) =
∑

i=0

sup
j∈N

‖ f − g‖i, j

1 + ‖ f − g‖i, j
2−i .

We shall construct solutions of the Euler–Lagrange flow of (4) with the properties
stated in the Main Theorems. The two important regimes of the diffusion process are
single resonant (when the velocity vector changes close to a single resonant plane)
and double resonant (when the velocity vector changes close to the intersection of two
resonant planes).

We look for the solution to the Euler-Lagrange equation by minimizing the action∫
L and, using essentially the ideas of Mather and Fathi, carefully construct a variational

problem with constraints which has an interior solution.
Recall that nearly integrable Hamiltonian systems with 3 degrees of freedom and

2.5 degrees of freedom are very similar. Locally the former one can be reduced to the
later. It is well known that dynamics of typical perturbations of Hamiltonian systems
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with 3 degrees of freedom restricted to an energy surface and near a single resonance
(and away from double resonances of small order) is a priori unstable. This means that
the underlying Hamiltonian system has a 3-dimensional normally hyperbolic cylinder
� and its 3-dimensional stable and unstable manifolds intersect transversally. Attempts
of constructing diffusing orbits in this setting face serious difficulties. For example, if
one uses the geometrical method proposed by Arnold [Ar] of shadowing a chain of
whiskered tori for generic perturbations, then a problem of large gaps between tori on
� arises (see e.g. [DLS]). Application of variational methods à la Mather [Be,CY,Ma1]
can overcome this problem as well as modification of geometric methods [DLS,GL].
Analysis of the separatrix map in [T] does not see such a large gap problem. However,
in all known proofs the details are extremely involved.

The study of perturbations of the product of a pendulum and a rotator was initiated
in the famous paper by Arnold [Ar]. In this paper he discussed a particular example,
which later was treated by Bessi [Bs1] for 2-degrees of freedom and recently by Zhang
[Zha] for any number of degrees of freedom using variational methods. Arnold diffusion
close to a double resonance for typical perturbations is a much more involved problem,
and is studied by Mather [Ma1,Ma2]. An example of diffusion close to a double reso-
nance was described by Bessi [Bs2]. Other examples of Arnold diffusion can be found
in [Bo1,Bo2,LM,MS,BK]. Recently Zheng [Zhe] proved existence of Arnold diffusion
for a special planar 5 body problem, proposed by Moeckel [Moe], heavily using its a
priori unstable structure.

Theorem 2 is related to the work of Douady [Do], where he studies stability of totally
elliptic fixed points (see also [KMV]). The present work can be viewed as an exposition
of Mather’s and Fathi’s ideas and their application to the construction of examples of
Arnold diffusion. In [KL1,KL2] we present an elementary example of Arnold diffusion
of an expository nature. This example motivates further examples of Arnold diffusion
for lattices [KLS].

The main idea of the construction in this paper is elementary. We perturb the inte-
grable Hamiltonian system so that it is maximally integrable in the domain of diffusion.
To make this idea more specific we discuss two model problems: for a double resonance
and a single resonance.

2.1. Double resonant model. For a double resonance, i.e., for I in a neighborhood Vk
of the intersection of two resonant planes πk ∩πk+1 ∩ S

2
ε , we define Hε in the following

way: in some set of symplectic coordinates (θk, Ik), θk = (xk, yk, zk) ∈ T
3,

Hε(θk, Ik) = Ak H0(Ik)− εk−1 cos2 πyk

2
+ εk cos2 akπ zk

2
+ εr+1

k β(θk; εk)

for some positive integers Ak, ak ∈ Z+, and β being a periodic C∞ function whose sup-
port is localized at the vertices of a certain affine lattice �k ⊂ R

3 such that it contains
the integer lattice Z

3 ⊂ �k . Notice that away from the support of β the Hamiltonian
system is given as a product of

the pendulum × the pendulum × the rotator

and is completely integrable (i.e., have 3 first integrals in involution). This makes analysis
of objects associated to this Hamiltonian system fairly transparent.
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Fig. 2. Integrable deformations

2.2. Deformation problem. In order to construct a diffusing trajectory in a neighbor-
hood Wk of πk ∩ S

2
ε (a single resonance) and avoid a long list of problems of nearly

integrable a priori unstable systems we require that the system Hε without the β-term is
completely integrable in the whole of Wk . Hence, the following model problem arises.
Given two completely integrable systems H1 and H2, where (Fig. 2)

H1(θ, I ) =
(

I 2
x

2
+

I 2
y

2
− ε cos2 πy

2

)

+
I 2
z

2
− ε′ cos2 mπ z

2

is defined for (ẋ, ẏ) = (Ix , Iy) close to (1, 0) and

H2(θ, I ) =
(

I 2
x

2
+

I 2
y

2
− ε cos2 π(ay − bx)

2

)

+
I 2
z

2
− ε′ cos2 mπ z

2

is defined for (ẋ, ẏ) = (Ix , Iy) close to ( 1√
2
, 1√

2
), a, b and m integers, find a completely

integrable system H12, defined in a neighborhood of the segment {(ẋ,√1− ẋ2) : ẋ ∈
[ 1√

2
, 1]}, and coinciding with H1 and H2 in their respective domains of definition. We

provide this construction in Sect. 6 for H12 having a certain special form and being close
to H0.

2.3. Single resonant model. The result of this construction is that near a single resonance
the underlying Hamiltonian system is a product of

a completely integrable system of 2 degrees of freedom × the pendulum.

This system is completely integrable and can be analyzed without additional serious
difficulties. After that we are ready to construct a variational problem with constraints à
la Mather.
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Fig. 3. Neighborhoods of single and double resonances

2.4. Deformation term. A system Hε without “bumps” β(θ, I, ε) is completely inte-
grable, therefore, no diffusion is possible. The support of β is contained in a countable
collection of sets Ln(I, ε) called lenses. A precise definition of the lenses is given in Sec-
t. 7.3. To get an idea, suppose that the action variable I is inside V10. The lenses Ln are
defined as convex open sets centered around points n of a certain lattice (Z3 ⊂�=)� ⊂ R

3

in the configuration space (see Sect. 7.3) (Fig. 3):

Ln(I, ε) = {(θ, I ) : |θ − n| ≤ ε r(I ), n ∈ �},
where the radius r = r(I ) is a function of I . The “bump”-function β is supported on
the lenses. On a lens Ln it has the form

β(θ, I, ε) = ζ

( |θ − n|
εr(I )

)

where, to be specific, we take ζ([0, 1/2]) = 1, ζ([1,∞)) = 0 with ζ being C∞-smooth
on R, monotone decreasing on [1/2, 1] and even. Actually, for our results to hold, ζ can
be any smooth nonnegative function supported on (−1, 1).

3. Heuristic Explanation of the Variational Method and Analytic Components
of the Proof

We would like to construct an orbit γ = {(I, θ)(t)}t∈R from Theorem 1 as a limit of orbits
γ n = {(I n, θn)(t)}t∈R solving certain variational problems with constraints. Loosely
speaking an nth orbit γ n shadows the nth generation of the underlying H -tree F∞. The
definitions below are valid for any convex Hamiltonian system on the cotangent bundle
of a compact manifold M . However, we shall use them for 2 and 3 dimensional tori.

Associate to each Hamiltonian H(I, θ) on T ∗M a convex in I Lagrangian using the
Legendre transform (2) and the Legendre map (3). According to the general theory, the
orbits of the flow of Hamiltonian H are mapped into the orbits of the Euler-Lagrange
flow

d

dt
∂θ̇ L = ∂θ L .
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Let J = [a, b] be an interval of time. Solutions to the Euler-Lagrange equation are local
extremals of the action

∫
L(γ̇ (t), γ (t))dt .

Suppose a Lagrangian L

• is positive definite in θ̇ , i.e., ∂2
θ̇ θ̇

L is positive definite for each (θ, θ̇ ) ∈ T M ;

• has super-linear growth, i.e., L(θ̇ , θ)/|θ̇ | → ∞ as θ̇ →∞;
• the Euler–Lagrange flow is complete, i.e., solutions are defined for all time.

Call a Lagrangian satisfying these conditions a Tonelli Lagrangian. It is known that
the Legendre transform of a Tonelli Lagrangian is a diffeomorphism, i.e., smooth and
has a smooth inverse. In this paper we only consider Tonelli Lagrangians.

Set

AT (θ0, θ1) :=
∫ T

0
L(γ (t), γ̇ (t)) dt = inf

γ̃

∫ T

0
L(γ̃ (t), ˙̃γ (t)) dt, (6)

where the infimum is taken over all absolutely continuous curves γ̃ such that γ̃ (0) = θ0,
γ̃ (T ) = θ1. The curve γ (t) is called a minimizer of AT (θ0, θ1). By Tonelli’s Theorem
and completeness assumption minimizers exist and are C1-curves. Therefore, we get the
same result minimizing in the space of C1 curves. A minimizer is always a solution to
the Euler-Lagrange equation above.

Before we sink into discussion of mathematical objects from Aubry-Mather theory
we give a heuristic explanation of why we are interested in them. It turns out that if
collections i ∈ Z of constraints (sections Si of lenses Li , Li being centered at certain
points ni of the lattices �k), σi > 0 and time durations T ∗i are appropriately chosen, the
following variational problem with constraints has an interior minimum:

min
θi∈Si , |Ti−T ∗i |<σ

∑

i∈Z

ATi (θi , θi+1). (7)

We shall see that a solution is an orbit of the Euler-Lagrange flow (and, therefore, of the
Hamiltonian flow) and satisfies the conclusion of Theorem 1.

To prove the existence of an interior minimum we analyze the action ATi (θi , θi+1)

and determine that there is a collection of smooth periodic functions ui : T
3 → R,

vectors c∗i ∈ R
3 such that |c∗i | ≈ 1, and constants αi ≈ 1, slowly changing with i and

having the property

ATi (θi , θi+1) = ui (θi+1)− ui (θi ) + αi Ti − c∗i (θi+1 − θi )

− bump−(θi )− bump+(θi+1) +
“K ”

T ∗i
, (8)

where bump±(θi ) are smooth small non-negative functions supported in Si ∩Li having
at least a certain ε-dependent value, and notation “K ” stands for a term bounded in
absolute value by K . Consider minimization w.r.t. θi . Notice that it is necessary to prove
that for each i ∈ Z we have

min
θi∈Si

ATi−1(θi−1, θi ) + ATi (θi , θi+1) (9)

has an interior minimum for any fixed pair Ti−1, Ti within the constraints. (We shall
slightly modify this variational problem later.) Apply the formula above, concentrating
only on θi -dependent terms
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= ui−1(θi )− ui (θi ) + (c∗i − c∗i−1)θi − bump+(θi )− bump−(θi )

+ terms independent of θi .

Since we assumed that ui ’s and c∗i ’s change slowly with i , for T ∗i , T ∗i+1 sufficiently large,
the terms (bump±(θi )) can dominate. If “−bumps” have minima of sufficient depth, then
minimum w.r.t. θi is interior. To see interior minimum w.r.t. Ti we need a slightly more
involved discussion of similar nature as above.

Unite this discussion with geometric discussion of single and double resonant models
from the previous section. Based on an increment �ni = ni+1 − ni and its direction
ωi = �ni/|�ni | we determine if the minimizer stays close to a single or a double
resonance (see test (40) from Sect. 5) and determine ci = c(ωi ).

— For a single resonance we construct uc, compute α(c), in Sect. 4. Then we prove
(8) in Lemma 4.

— Regularity of functions uc and α(c) with respect to c and c = c(ω) with respect to
ω, |ω| = 1 is described in Lemma 1.

— For the double resonance case we construct uc and compute α(c), in Sect. 5. Then
we prove (8) in Lemma 8.

— Regularity of uc and α(c)with respect to c and c = c(ω)with respect toω, |ω| = 1
follows from the explicit form of the Hamiltonian/Lagrangian (see Lemma 1 and
Sect. 5.1 for details).

In order to prove that (7) has an interior minimum with respect to time Ti we analyze
approximation formula (8) more closely and show that the minimum should be located
close to a certain number T ∗i = T ∗(�ni ). See Lemma 4 for a single resonance and
Lemma 8 for a double resonance.

Now we connect the aforementioned objects to those in Mather-Fathi theory. As
we mentioned by the increment �ni we can determine a cohomology class ci ∈
H1(T3,R) � R

3. Based on these cohomology classes and the underlying Lagrang-
ian L we can define an α-function α : H1(T3,R)→ R and a family of smooth periodic
functions uc on T

3.
Due to a very special structure of Lagrangian L and a deep insight of Fathi [Fa1,Fa],

these functions uc(θ), c ∈ R
3 define families of invariant sets as follows. Fix c ∈ R

3

and consider the graph

G(uc) = {(θ,∇uc(θ) + c) : θ ∈ T
3} ⊂ T ∗T3.

In our integrable situations the function uc for all θ satisfies

H(θ,∇uc(θ) + c) = α(c),

and G(uc) gives rise to invariant sets. The set G(uc) contains one-sided and two-sided
minimizers of L . More exactly, it contains so-called sets of Aubry, Mather, and Mañé (see
Sect. 3.2). Using so called Fenchel-Legendre transform, based on c we can determine
average rotation vector of these orbits. This is a family of functions which was defined
in a more general convex situation by Fathi [Fa,Fa1]. In general situation, however, nice
smooth dependence of uc’s on c and θ is lost.

To sum up, if we have a good understanding of α-functions and the family of functions
uc, then we can solve the variational problem and with additional geometric arguments—
prove Theorem 1.
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3.1. Plan of the paper. At this point the proof divides into four parts:

• First we consider model Hamiltonians, and prove that the action obeys estimate (8),
and related objects are regular. We prove that the local minimum for model varia-
tional problems is interior, both with respect to θ and T . This is done in Sect. 4 for
the single resonance, and is Sect. 5 for the double resonance case.

• In Sect. 6, the deformation problem from introductory Sect. 2.2 is solved.
• In Sect. 7, we select resonances and build the Hamiltonian εH1(θ, I, ε);
• Finally, in Sect. 8, we construct a variational problem by choosing ni ’s.

Necessary properties of the pendulum are discussed in the Appendix.
In the next section we discuss some necessary aspects of the Aubry-Mather theory.

3.2. Description of Aubry–Mather–Mane Invariant sets for convex integrable Hamil-
tonian systems. Consider a Tonelli Lagrangian L as defined in Sect. 3. To set up an
appropriate variational problem we need to modify the action functional in (6) as fol-
lows.

Let ηc be a closed one form on M with cohomology class c = [ηc]M ∈ H1(M,R).
In this case we are interested in M = T

d , and we have H1(M,R) � R
d . A C1-smooth

curve γ (t), γ : [0, T ] → M is called a c−minimizer or a c-minimal curve if it minimizes
action of (L − ηc) over all C1 curves satisfying γ̃ (0) = θ0 and γ̃ (T ) = θ1:

AT
ηc
(θ0, θ1) :=

∫ T

0
(L − ηc)(γ̇ (t), γ (t)) dt = inf

γ̃

∫ T

0
(L − ηc)( ˙̃γ (t), γ̃ (t)) dt.

If the time interval J is not compact, a C1 curve γ : J → M is called c-minimal if for
every compact interval J̃ ⊂ J it is c-minimal. Denote by Gc ⊂ T M the set of c-min-
imal orbits. It turns out that c-minimality does not depend on a choice of ηc within its
cohomology class [Ma].

To define another set of minimal orbits, called a Mather set, denoted Mc, we need
to extend the definition of the action along a C1 curve to action along a probability
measure. Let ML be the set of Borel probability measures on T M , invariant for the
Euler-Lagrange flow. For any ν ∈ ML , the action Ac(ν) is defined as

∫
(L−ηc)dν.One

shows that c-minimality of μ ∈ ML is independent of ηc with [ηc] ∈ H1(M,R) [Ma].
A probability measure μ is called c-minimal invariant measure if

Ac(μ) = min
ν∈ML

∫
(L − ηc)dν.

Denote Mc the closure of the union of the supports of c−minimal invariant measures
and call it the Mather set. One can show that Mc ⊂ Gc. A function

α(c) := −Ac(μ) : H1(T3,R)→ R

is called α−function, where μ is a c−minimal invariant measure. Define also a rotation
vector of a measure, denoted by ω(μ) ∈ H1(M,R) by the unique vector such that

(ω(μ) · c) =
∫
ηcdμ
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for any closed one form on M with cohomology class c = [ηc]M ∈ H1(M,R). Again
the right-hand side is independent of a choice of ηc. Define

β(ω) = min
ν∈ML , ρ(ν)=ω

∫
Ldν.

It follows from the definition that β(ω) and α(c) are Legendre transforms of each other,
i.e.

β(ω) = max
c
〈ω, c〉 − α(c), α(c) = max

ω
〈ω, c〉 − β(ω). (10)

Notice that in the case that β is differentiable at ω, then c, where the maximum for
β(ω) is achieved satisfies c = β ′(ω). In particular, the c-minimal measure has rotation
vector ω.

Further properties of α and β functions of integrable systems.

• Let L(θ1, θ2, θ̇1, θ̇2) = L1(θ1, θ̇1)+ L2(θ2, θ̇2) and α1(c1) and α2(c2) be α-functions
of L1 and L2, then the α-function of L is the sum: α(c1, c2) = α1(c1) + α2(c2).
Similarly the β-function of L is the sum β(ω1, ω2) = β1(ω1) + β2(ω2).

• Bernard [Be] proved that α and β functions are symplectic invariants. For any
(φ, J ) ∈ �−1(U ) we have that β(ω) = L̃(ω), and for any c such that c = ∂φ̇ L̃(ω)

we have α(c) = H̃(c). Since in our case H̃ and L̃ are (direct sums of) strictly convex
functions, in U there is one-to-one correspondence between c and ω such that both
maps c → ω or ω→ c are smooth.

Our main object in what follows will be properties of minimizers of

AT
c (θ0, θ1) = inf

γ̃

∫ T

0
(L( ˙̃γ (t), γ̃ (t))− ηc ˙̃γ (t) + α(c)) dt.

As T →∞, the limit is independent of the choice of ηc with [ηc]M = c and defines a
c-minimizer.

For the Lagrangians that we study in this paper there is a natural choice of ηc and even
finite time c-minimizers are parts of one-sided minimizers. In general, this is definitely
not true.

3.3. Definitions of Aubry, Mather, and Mañé sets. In order to define Mañé and Aubry
sets, denoted usually by Nc and Ac resp., we need to define Mañé potential. Fix a closed
one-form ηc with [ηc]M = c and denote

Lc(θ̇(t), θ(t)) = L(θ̇(t), θ(t))− ηcθ̇ (t) + α(c).

Define Mañé potential (see e.g. [CI])

A∞c (θ0, θ1) = inf
T>0

AT
c (θ0, θ1).

It is not difficult to see that A∞c (θ0, θ1) is Lipschitz in θ0 and θ1. Let γ : R → M be a
C1 curve
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• It is called c-semi-static (or one-sided c-minimizer) if for any T > 0 we have

A∞c (γ (0), γ (T )) =
∫ T

0
Lc(γ̇ (t), γ (t)) dt.

• It is called c−static (or c-minimizer) if for T > 0 we have

−A∞c (γ (T ), γ (0)) =
∫ T

0
Lc(γ̇ (t), γ (t)) dt.

A static curve (or a c-minimizer) is always a semi-static curve (or a one-sided c-min-
imizer).

Denote the set of c–semi-static and c–static (resp. one-sided c-minimizer and c-min-
imizer) orbits by Nc and Ac respectively. Usually Nc is called a Mañé set and Ac is
called an Aubry set.

Mc ⊆ Ac ⊆ Nc ⊆ Gc.

Lifts of these invariant sets to the tangent space T M are denoted by M̃c, Ãc, Ñc, and G̃c
respectively. Indeed c–static or c–semi-static (one-sided c-minimizer and c-minimizer)
orbits can be considered in T M . From now on we stick to names: one-sided c-minimizer
and c-minimizer.

In the autonomous setting Ñc = G̃c, while in the time-periodic case one can have
M̃c � G̃c (see e.g., [CY,FM]). Mather [Ma] proved that M̃c and Ãc are Lipschitz
graphs over M with respect to the natural projection π : T M → M . It is not difficult to
show that Ac = {θ ∈ M : A∞c (θ, θ) = 0}.

Bernard [Be] proved that Aubry , Mañé and Mather sets (denoted Ac, Nc and Mc,
resp.,) are symplectic invariants. Thus, Mañé sets of a completely integrable system are
corresponding tori in T M of L . Their images under the Legendre map are invariant
tori on H . These Hamiltonian tori are given as graphs of gradients of smooth functions
uc(θ), which depend smoothly on c. Below we consider several examples and present
Aubry and Mañé sets in the corresponding cases.

Example 1. Let H(θ, I )= |I |2
2 . Then its Legendre transform is the Lagrangian L(θ, θ̇ ) =

|θ̇ |2
2 . Define a Lagrangian

Lc(θ, θ̇ ) = L(θ, θ̇ )− c · θ̇ +
|c|2
2
= |θ̇ − c|2

2
,

where the one form ηc ≡ c and |c|2
2 = α(c).

Notice that the Euler-Lagrange flow of Lc and L are the same. Moreover, the mini-
mization of action

∫ T

0
Lc(γ (t), γ̇ (t)) dt, where γ (0) = θ0 and γ : [0, T ] → T

3 is C1

leads to the straight line with constant velocity c. The union of such trajectories is the
Mañé set Nc = {θ̇ = c}, which coincides with the Aubry set Ac and the Mather set Mc.
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Example 2. c-minimizers of a pendulum. Let H(y, I ) = I 2

2 − ε cos2 πy
2 , ε > 0 fixed,

and let L be the corresponding Lagrangian:

L(y, ẏ) = ẏ2

2
+ ε cos2 πy

2
.

Define a function ν of two scalar variables: y ∈ T—coordinate, and 0 ≤ h—energy by

ν(y, h) =
√

2
(

h + ε cos2 πy

2

)
,

and let

c = c(h) = 1

2

∫ 2

0
ν(y, h)dy =

∫ 2

0

√
2

(
h + ε cos2 πy

2

)
dy > 0. (11)

We omit dependence of c on ε not to overload notations. In fact, c can be interpreted as
the mean (w.r.t. y) speed of a trajectory of the standard pendulum with energy h over
one period. Denote c(0) by c+. It corresponds to the “upper” homoclinic solution of the
saddle. For each c ≥ c+ the inverse function h = h(c) is well defined. We define the
c-Lagrangian as

Lc(y, ẏ) = L(y, ẏ)− ν(y, h)ẏ + h = 1

2
(ẏ − ν(y, h))2.

The c-action is defined as

AT
c (y0, y1) = inf

γ

∫ T

0
Lc(y, ẏ) dt

over all C1 curves connecting y0 to y1 in time T . For c = c(h) and any h ≥ 0 a c-min-
imizer of the action AT

c (y0, y1) has energy h and clearly satisfies ẏ = ν(y, h) at every
point. By definition such curves are trajectories of L .

Let ν(y, c) = ν(y, h) for h such that c = c(h). For c ≥ c+ this is uniquely defined.
Set

uc(y) =
∫ y

0
ν(w, c) dw − c y for c ≥ c+. (12)

By definition, for c = c(h) we have: H(y, u′c(y) + c) = H(y, ν(y, c)) = h. So, uc(y)
is a function whose gradient defines the graph of the c-minimizer.

Let us show that for each |c| < c+, the corresponding c-minimizer with ẏ > 0 is
located at the point (y, ẏ) = (1, 0), which is the saddle point. To see this, use the fact
that c-minimizers do not depend on a choice of ηc and let ηc = ν(y, c+) + (c− c+) and
Lc = Lc+ + (c − c+)ẏ. Then

∫ T

0
Lc(y, ẏ) dt =

∫ T

0

1

2
(ẏ − ν(y, c+))2 − (c − c+)(yT − y0).

Thus, each loop yT = y0 + 2 has non-negative cost and AT
c tends to infinity. If ẏ < 0,

arguments are similar.
Thus, the saddle (1, 0) is the Aubry set Ac. It also coincides with the Mather set

Mc. This shows that one-sided c-minimizers (from the Mañé set Nc) should approach
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the origin. The only orbits approaching the origin are separatrices of the pendulum.
This implies that the set of one-sided minimizers Nc for the aforementioned c is the
separatrix. To match these requirements we define uc(y) as follows:

uc(0) = 0, u′c(y) = u′c+(y) for 0 < c < c+, 0 < y < 2,

and extend by periodicity in y. Since the integral of
∫ 2

0 (u
′
c+(y)− c) dy is not zero, this

function has discontinuity at y = 2k, k ∈ Z. Notice though that u′c(y) is a C1-smooth
periodic function away from the origin. Similarly using symmetry L(y, ẏ) = L(y,−ẏ)
one can define uc(y) for c < 0 by u−c(y) = −uc(y).

Example 3. c-minimizers of the direct product of two pendulums. Assume that

H(I, θ; ε) = 〈I, I 〉2
2

− ε′ cos2 πy

2
− ε cos2 π z

2
.

In this setting we can describe the position of the sets Ãc and Ñc explicitly. There are
three different cases:

1. The case h′ = h = 0. Then Ñc is a product of the circle, the separatrix of one
pendulum, and the separatrix of the other pendulum. Most of trajectories on Ñc are
homoclinic to the periodic orbit Ãc = {(θ, θ̇ ) : ẋ = c, ẏ = ż = y = z = 0}.

2. The case h′ > 0 and h = 0. Then Ñc is diffeomorphic to a product of a 2-dimen-
sional (x, y)-torus and the separatrix of the z-pendulum. Most of trajectories on Nc

are homoclinic to Ãc = {(θ, θ̇ ) : θ̇ = c, z = 0}.
3. The case h′ = 0 and h > 0. Then Ñc is diffeomorphic to a product of a 2-dimen-

sional (x, z)-torus and the separatrix of the y-pendulum. Most of trajectories on Nc

are homoclinic to Ãc = {(θ, θ̇ ) : θ̇ = c, y = 0}.

4. Diffusion in the Single-Resonance Case

We denote θ = (x, y, z) ∈ T
3, I = (Ix , Iy, Iz) ∈ R

3. Let M be a 3×3 matrix with inte-
ger coefficients, and M∗ = (Mtr )−1. Let a ∈ Z \ {0} and A be (large) integer constants.
The model Hamiltonian in this section is

H(θ, I, ε) = H int(θ, I, ε)− εr+1β(θ, I, ε), (13)

where H int(θ, I, ε) is completely integrable, and β(θ, I, ε) is a Cr –smooth deformation.
We assume that the integrable part has the form

Hint (θ, I, ε) = A

(
H ′((Mθ)x , (Mθ)y, (M

∗ I )x , (M
∗ I )y, ε) +

|(M∗ I )z |2
2

)

− ε cos2 π

2
a(Mθ)z, (14)

where (v)y denotes the y-component of a vector v, with the same notation for x and z.
Let

(θ̃ , Ĩ ) = (Mθ,M∗ I ).
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The coordinate change (θ, I ) �→ (θ̃ , Ĩ ) is symplectic. In terms of (θ̃ , Ĩ ), the integrable
Hamiltonian has the form

H̃ int(θ̃ , Ĩ , ε) = A

(

H ′(x̃, ỹ, Ĩx , Ĩy, ε) +
Ĩ 2
z

2

)

− ε cos2 π

2
az̃. (15)

Systems of this form are called a priori unstable. Proving existence of Arnold diffusion
in this setting is a very difficult problem discussed in the Introduction. We choose our
perturbation very carefully to avoid major difficulties of the generic case.

In this section we assume that the function H ′(x̃, ỹ, Ĩx , Ĩy, ε) is ε-close to
Ĩ 2
x + Ĩ 2

y
2 .

Moreover, for | Ĩy | < ε1/10 we have

H ′(x̃, ỹ, Ĩx , Ĩy, ε) =
Ĩ 2
x + Ĩ 2

y

2
− ε cos2 π

2
ỹ,

compare with (58). The Hamiltonians we shall construct to solve our original problem
do have this property, see Sect. 7.1–7.2 and Lemma 11.

Denote by hy the “energy of the ỹ-component”:

hy =
Ĩ 2

y

2
− ε cos2 π

2
ỹ,

which is well defined for | Ĩy | < ε1/10. Define hz in the same way. In this section we
assume that the energy of the z̃-component, hz , is very close to zero (made precise by
the construction),

ε

100A
≤ hy ≤ 1

3A
, (16)

and Ĩx is such that H̃ int (θ̃ , Ĩ , ε) is close to 1/2. For the above values of the actions
we shall study our system as a “single resonance system”, the single resonance being
Ĩz = 0. The complementary values of the energies (i.e., when both hz and hy are
close to zero), are considered in the next section. Here we do all the preliminary work
needed to construct a diffusing trajectory whose actions change close to the “resonant
plane” { Ĩz = 0}, and to the energy surface E = {H = 1/2}. A diffusion process for
a system “close to (15)” with localized perturbation has been described in [KL1] for

H ′(θ1, θ2, I1, I2) = I 2
1 +I 2

2
2 . Here H ′ no longer has this special form and we need to

modify calculations in [KL1].
The Lagrangian corresponding to H̃(θ̃ , Ĩ , ε) by means of the Legendre transform

has the form

L̃(θ̃ , ˙̃θ) = L̃ int(θ̃ ,
˙̃
θ) + εr+1β̃(θ̃ ,

˙̃
θ, ε), (17)

L̃ int(θ̃ ,
˙̃
θ) = A

(

L ′(x̃, ỹ, ˙̃x, ˙̃y) +
˙̃z2

2

)

+ ε cos2 π

2
az̃, (18)

where L ′ is completely integrable and Cr−1-close to
˙̃x2+ ˙̃y2

2 .
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Remark 1. Consider the objects defined above: L(θ, θ̇ ) is the Lagrangian corresponding

to H(θ, I ) by the Legendre transform, and L̃(θ̃ , ˙̃θ) is the one corresponding to H̃(θ̃ , Ĩ ).
Then

L̃(θ̃ , ˙̃θ) = L(θ, θ̇ ).

Indeed, by definition of the Legendre transform, L(θ, θ̇ ) = I ·θ̇−H(θ, I ), and L̃(θ̃ , ˙̃θ) =
Ĩ · ˙̃θ − H̃(θ̃ , Ĩ ). At the same time, we have: H(θ, I ) = H̃(θ̃ , Ĩ ) and Ĩ · ˙̃θ = (Mtr )−1 I ·
M θ̇ = I · θ̇ . The same relations hold for integrable parts of H and L .

By this remark,

L(θ, θ̇ ) = L int(θ, θ̇ ) + εr+1β(θ, θ̇ , ε), (19)

L int = A

(

L ′((Mθ)x , (Mθ)y, ˙(Mθ)x , ˙(Mθ)y) +
˙(Mθ)z

2

2

)

+ ε cos2 π

2
a(Mθ)z .

(20)

We shall look for solutions to the Euler-Lagrange equation of (20) as minimizers of the
action functional (6).

4.1. Definition of c(ω), ηc and uc. In order to study minimizers of the action functional
Aτ (θ0, θ1), following Mather (see e.g. [Ma1]), it is useful to modify the Lagrangian by
adding a closed one-form ηc(θ)θ̇ , where ηc ∈ H1(T3,R). The new Lagrangian has the
same minimizers, but is easier to investigate. Here we define a suitable ηc(θ). It will be
easier to define η̃c̃(θ̃) in terms of θ̃ , then pass to θ -coordinates. The form we choose
only depends on the integrable parts of our Hamiltonians, namely H̃ int and L̃int . The
form η̃c̃ is a direct sum of two forms: x̃ ỹ-component and z̃-component. We define the
z̃-components, η̃c̃z (z) and ũc̃z (z), as in Example 2 of Sect. 3.2. In this case we only
need to consider hz ≥ 0. To define the x̃ ỹ-component of η̃c̃, consider the family of
2-dimensional tori

T ′
ω̃ = {(θ̃ , Ĩ ) : J1(x̃, ỹ, Ĩx , Ĩy) = f1(ω̃), J2(x̃, ỹ, Ĩx , Ĩy) = f2(ω̃), z̃ = 1, Ĩz = 0},

where tori are parameterized so that orbits on T ′
ω̃

have rotation vector ω̃ = (ω̃1, ω̃2). We

can choose J1 and J2 to be close to Ĩx and Ĩy . Then these tori are small deformations of
{ Ĩx = ω̃1, Ĩy = ω̃2, z̃ = 1, Ĩz = 0}. Since these tori are Lagrangian submanifolds, there
is a well defined function ũc̃xy (x̃, ỹ) such that

J1(x̃, ỹ,∇ũc̃xy (x, y)) ≡ f1(ω̃), J2(x, y,∇ũc̃xy (x, y)) ≡ f2(ω̃),

(see, e.g., [MDS], Prop. 3.25). In other words, the gradient of ũc̃xy defines the invariant

2-torus T ′
ω and, therefore, near {z̃ = 1, Ĩz = 0} satisfies H̃ ′(x̃, ỹ,∇ũc̃xy (x̃, ỹ) + c̃xy) =

const. Let ũc̃z (z̃) be a function defined for c̃z ≥ c̃+
z in (12). Set

c̃+ = (c̃xy, c̃+
z ), uc̃+(x̃, ỹ, z̃) = ũc̃xy (x̃, ỹ) + ũc̃+

z
(z̃).

Then H̃(θ̃ ,∇ũc̃+(θ̃) + c̃+) =const defines the set of trajectories homoclinic to T ′
ω̃

. In
terms of the initial coordinates (θ, I ), the invariant tori above are also obtained as the
gradient of a function u(θ) which is related to uc̃+ by a linear transformation.
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This invariant set can also be viewed in the configuration space. The Legendre

transform relating H̃ and L̃ also defines a diffeomorphism L : (θ̃ , Ĩ ) → (θ̃ ,
˙̃
θ) =

(θ̃ , ∂ Ĩ H̃(θ̃ , Ĩ )). This diffeomorphism maps the family {T ′
ω̃
}ω̃ into a family {Tω̃ =

L(T ′
ω̃
)}ω̃. This map is close to the identity, thus, the family {Tω̃}ω̃ consists of tori such

that each Tω̃ is close to { ˙̃x = ω̃1, ˙̃y = ω̃2, z̃ = 1, ˙̃z = 0}. By the implicit function
theorem there is a well defined one form η̃ω̃(θ̃ ), whose graph coincides with the torus
Tω̃. This form is closed, since its graph is a Lagrangian submanifold (see, e.g., [MDS],
Prop. 3.25). Let c̃ = c̃(ω̃) be the cohomology class of η̃ω̃. Note that, since L no longer

satisfies Ĩ = ˙̃
θ , it is no longer true that ∇ũc̃(ω̃)(θ̃ ) = η̃ω̃(θ̃ ). Our “main” parameter will

be c̃, so we shall use notation η̃c̃ = η̃c̃(ω̃) instead of η̃ω̃.
For the Lagrangian L(θ, θ̇ ) in the original coordinates we define

ηω(θ) = Mtr η̃ω̃(M
−1θ̃ ), c = Mtr c̃, ω = M−1ω̃. (21)

4.2. Definition of c-Lagrangian and c-action. For a given c ∈ R
3, let α(c) and ηc be as

defined above. Define the c-Lagrangian as

Lc(θ, θ̇; ε) = L(θ, θ̇; ε)− ηc(θ) · θ̇ + α(c),

L̃c(θ̃ ,
˙̃
θ; ε) = L̃(θ̃ , ˙̃θ; ε)− η̃c(θ̃) · ˙̃θ + α(c̃),

(22)

and for θ0, θ1 ∈ R
3, define the c-action as

Aτc (θ0, θ1) = inf
γ

∫ τ

0
Lc(γ̇ (s), γ (s); ε)ds, Ãτc (θ̃0, θ̃1) = inf

γ

∫ τ

0
L̃c(γ̇ (s), γ (s); ε)ds,

(23)

where the infimum is taken over all absolutely continuous curves γ : [0, t] → R
3 with

γ (0) = θ0 and γ (τ) = θ1. By Remark 1 and definitions (21), L̃c(θ̃ ,
˙̃
θ; ε) = Lc(θ, θ̇; ε)

and Ãτc (θ̃0, θ̃1) = Aτc (θ0, θ1).

Notice that in coordinates (θ̃ , ˙̃θ) the Euler-Lagrange dynamics of the integrable
Lagrangian, as well as its modified counterpart L̃int

c , splits into the direct product of
x̃ ỹ-dynamics and z̃-dynamics. This makes it more convenient to work in coordinates

(θ̃ ,
˙̃
θ).

From now, till the end of this section we work in coordinates (θ̃ , ˙̃θ), for simplicity
omitting the tilde in the notations.

4.3. Regularity of ω(c), uc and ηc in c.

Lemma 1. Let H(θ, I ) be a C∞-smooth Hamiltonian as in (15), such that the corre-
sponding H ′ is convex with respect to the action variables, completely integrable and

Cr+1-close to
I 2
x +I 2

y
2 . Given a rotation vector ω ∈ R

3, define c = c(ω), uc and ηc as in
Sect. 4.1. Then

1. c is smooth in ω;
2. uc(θ) and ηc(θ) are smooth in c.
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Proof. Since H ′ (resp., L ′) is completely integrable, every orbit lies on one of the invari-
ant tori T ′

ω (resp. Tω). Thus, every orbit is either periodic or quasi-periodic and fills one
of smooth 2-tori T ′

ω (resp. Tω). Notice that for each irrational ω, i.e. ω viewed as a
vector in R

2 with incommensurable components, there is a unique invariant probability
measure, denoted νω, supported on Tω. This is the only ergodic invariant measure of
rotation number ω. Indeed, rotation vector is independent of coordinate system and in
action-angle coordinates of a convex Hamiltonian clearly there is only one 2-torus of
rotation vector ω.

The family of measures {νω}ω with irrational ω can be extended to all ω. By the
implicit function theorem, the tori Tω depend onω smoothly, therefore,

∫
L dνω depends

on ω smoothly. Due to convexity of the β-function we have

β(ω) =
∫

L dνω.

Moreover, β(ω) is differentiable in ω, because of smooth dependence of νω on ω. It
follows from the definition of the α-function that α(cxy) = 〈cxy, ω〉 − β(ω) for ω such
that β ′(ω) = c. This implies that the dependence c �→ c(ω) is smooth and invertible
with smooth inverse.

Invariant tori {Tω} are smooth in ω and, therefore, in c. The function uc and the
one-form ηc describe Tω and T ′

ω with c = c(ω). Thus, uc and ηc are smooth in c too.
��

4.4. Useful facts about the lenses. System (13) without the deformation term β(θ, I, ε)
is completely integrable, hence no diffusion would be possible. The support of β(θ, I, ε)
is contained in the union of sets Ln called lenses. Their detailed definition appears in
Sect. 7.3. A lens Ln is a round ball in the phase variables θ of a certain (small) radius
r , centered a point n. Both radii and positions of the lenses depend on I . Fix a pair of
integers a and a1. For each I we have two families of lenses (Fig. 4).

• Family F1 consists of lenses of radius r ≤ √
ε centered at the points of the lattice

� = (2, 2, 2
a ) · Z3.

• Family F2 consists of lenses of radius r ≤
√
ε

a1
centered at the points of the lattice

�1 = ( 2
a1
, 2

a1
, 2

a ) · Z3 where a1 > a.

We shall often use the following notation. Given a vector v and a lens Ln, consider a
section S(n, v):

S(n, v) = {θ ∈ L j : (θ mod 2) · v = 0}, (24)

which is a 2-dimensional disk concentric with L j of the same radius as L j .

Lemma 2. Let H int(θ, I, ε) be as in (15).

1. Suppose that L0 and L1 are two lenses from the family F1 above, centered at the
points n0 = (0, 0, 0) and n1 = 2(m, n, 1

a ), respectively, with m, n ∈ Z (it is impor-
tant that the third coordinates differ by 2

a , which is one step of the corresponding
lattice). By Tonelli’s Theorem, for any θ0 ∈ L0, θ1 ∈ L1 there is a unique minimizer
of Aτ (θ0, θ1). It satisfies the following.
a) If τ is sufficiently large, the minimizer of Aτ (θ0, θ1) does not intersect any lenses

except for L0 and L1.
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Fig. 4. Projection of minimizing orbits

Fig. 5. Initial point θ0 and exit velocity v define the exit point θ1

b) Set�n = (n1−n0). Fix any vector v in the ε-cone around�n. If θ0 ∈ ∂S(n0, v)

(see (24)), then the minimizer of Aτ (θ0, θ1) does not intersect L0.
2. Analogous statement holds for two lenses from F1 centered at points n0 = (0, 0, 0)

and n1 = ( 2m
a1
, 2n

a1
, 2

a ), respectively, with m, n ∈ Z.

The proof is close to that of Lemma 2 in [KL1].
On the picture t0 and t1 denote times of crossing boundaries of the lenses L0 and L1

respectively. It is based on the following lemma (Fig. 5):

Lemma 3. Outside the lenses Ln, the flow is completely integrable. Inside any lens L0
we have the following:

A) For any θ0 ∈ Int L0, and v ∈ R
3 \ {0} there exists a unique trajectory starting at

θ0 and exiting L0 with velocity v. The exit point θ1 depends smoothly on θ0 and v,
with ∂θ1

∂θ0
, ∂θ1
∂v

bounded by an ε-independent constant;
B) For a trajectory in L0 we have: z̈ = O(ε) and deviation of (x, y)-component from

the integrable system is O(εr ).

The proof is as in [KL1].

4.5. Evaluation of action for the integrable system. We formulate and prove the follow-

ing lemma for the integrable Lagrangian (18), corresponding to the coordinates (θ̃ , ˙̃θ).
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In view of Remark 1 and relations (21), the same statement holds for the original Lagrang-
ian (20). We omit the tilde in the notations.

Let n1 and n0 be centers of two lenses, L0 and L1, from one of the families F1 or
F2 above. Suppose that |n1 − n0|z = 2

a . There is an orbit connecting n0 with n1 and
belonging to the energy surface {H = 1/2}. Denote by γ ∗ this orbit. We know that
it is c-static for some c = c∗. Let T ∗ be the time a minimizer on the energy surface
{H = 1/2} takes to connect n0 and n1. Let ω∗ be the rotation vector of this minimizer,
and let uc∗(θ) be the smooth function on T

3 graph of whose gradient gives an invariant
torus consisting of c∗-minimizers (see Sect. 4.1).

Lemma 4. There exists ε0 > 0 such that for all 0 < ε < ε0 the following holds. Let n0,
n1, γ ∗, c∗ T ∗, ω∗ and uc∗(θ) be as above, and let K > 0 be a fixed constant. Suppose
that T ∗ is sufficiently large.

Pick two points θi ∈ Li , i = 0, 1, and let τ be such that |τ − T ∗| < K . Let
γ : [0, τ ] → R

3 be the minimal orbit connecting θ0 with θ1 in time τ . This orbit is
c-static for some c. Denote by ω its rotation vector. Then we have:

∣∣ω − ω∗∣∣ ≤ 2K

T ∗
, (25)

|c − c∗| < k1

T ∗
, (26)

∣∣
∣∣

∫ τ

0
L(γ (t), γ̇ (t))dt − uc∗(θ1) + uc∗(θ0) + α(c∗)τ − c∗(θ0 − θ1)

∣∣
∣∣ ≤

k

T ∗
(27)

for some positive constants k1, k depending on K and ε.

Proof. Let γ be the minimizer connecting θ0 with θ1 in time τ . Since the minimizer of
the direct product system is the direct product of minimizers of components, one com-
ponent is the minimizer of the pendulum, the other (2-dimensional) is the minimizer of
the completely integrable xy-component. Now we have two trajectories of our system,
γ (t) and γ ∗(t), such that γ (0) = θ0, γ (τ) = θ1, γ ∗(0) = n0, γ ∗(T ∗) = n1. Let us
compare the corresponding rotation vectors ω and ω∗ ∈ R

3. Recall that our system is
completely integrable. More exactly, the xy-part of our system can be brought to the
form H̄(Ix , Iy) by a smooth symplectic coordinate change. This Hamiltonian is close to
Ī 2
x /2 + Ī 2

y /2 and the coordinate change is close to identity and preserves integer points.
By Bernard’s theorem [Be2], a symplectic coordinate change leaves invariant the sets of
Aubry, Mañé, and Mather (Ac, Nc and Mc). This means that the images of the above
two curves, γ̄ (t) and γ̄ ∗(t), are c- and c∗-minimizers, respectively. The curves γ̄ (t)
and γ̄ ∗(t) are trajectories of the system in the new coordinates, and satisfy γ̄ (0) = θ̄0,
γ̄ (τ ) = θ̄1, γ̄ ∗(0) = n0, γ̄ ∗(T ∗) = n1. In the new variables all the trajectories of the
system satisfy ˙̄x = const., ˙̄y = const. outside the lenses. In particular, outside the
lenses γ̄xy(t) gets the form ( ˙̄x, ˙̄y) = ωxy , and γ̄ ∗(t) gets the form ( ˙̄x, ˙̄y) = ω∗xy . We
have:

ωxy = (n1 − n0)xy + 3“
√
ε”
e

τ
, ω∗xy =

(n1 − n0)xy

T ∗
,

where 
e = (1, 1). This implies
∣∣∣ωxy − ω∗xy

∣∣∣ ≤ 2K

T ∗
.

Now, (26) follows from Lemma 1.
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By Fathi’s formula [Fa1], we have
∫ τ

0
L(γ (t))dt = uc(θ1)− uc(θ0)− α(c)τ + c(θ1 − θ0).

Recall that the α-function of the direct product is the sum of α-functions of components.
For the xy-part we have:

αxy(cxy)− αxy(c
∗
xy) = α′xy(c

∗
xy)(cxy − c∗xy) + R(cxy) (cxy − c∗xy)

2. (28)

By the properties of α-functions we have α′xy(c
∗
xy) = ω∗xy . Condition (16) implies that

in the case of single resonance, both ω∗x and ω∗y are bounded away from zero together
with their derivatives. This implies that

|R(cxy)| ≤ C0, (29)

where C0 is a constant independent of c.
For the z-component, we have: |cz |, |c∗z | ≤ C1e−C2T ∗ for some positive constants

C1, C2. Indeed, let z(t) be the z-component of the minimizer γ ∗(t). The energy hz is
conserved, and z(t) is confined to a fixed neighborhood of the saddle for the duration
T ∗. By the asymptotic formula (68),

0 < hz = O

(
exp

(
−
√
πε T ∗

2

))
.

The same argument holds for the z-component of γ . Further notice that α′(c∗)T ∗ =
ω∗T ∗ = n1 − n0. Now we can rewrite the last two terms in the form:

α(c)τ − c(θ1 − θ0)− α(c∗)τ + c∗(θ1 − θ0) = (α(c)− α(c∗))τ − (c − c∗)(θ1 − θ0)

= α′(c∗)T ∗(c−c∗) + α′(c∗)(τ−T ∗)(c−c∗)−(θ1−θ0)(c − c∗)+“C0” (c − c∗)2τ
= [(n1 − n0)− (θ1 − θ0)](c − c∗) + α′(c∗)K (c − c∗) + “C0” (c − c∗)2τ
= (Kα′(c∗) + “4

√
ε”)(c − c∗) + “C0” (c − c∗)2τ.

Recall that, by Lemma 1, for all θ we have: |uc(θ) − uc∗(θ)| ≤ k0|c − c∗| for some
constant k0. Combined with (26), this completes the proof. ��

4.6. Minimum in θ is interior. The next lemma is proved for the Lagrangian (17), (18)
(omitting the tilde). Due to Remark 1 the same statement holds for the Lagrangian (19),
(20) (in original coordinates). Fix three lenses L−, L and L+ centered at points n−, n
and n+, respectively. Consider the trajectory γ−(t) that connects n− to n on the energy
surface {H = 1/2}, and let T− be the corresponding time. This trajectory is c-mini-
mal for some c = c−. Let γ +(t) be the trajectory connecting n to n+ on the energy
surface {H = 1/2}, and define c+ and T+ similarly. Let �n+ = ‖n+ − n‖. Define the
section S(n,�n+) as in (24). Define the corresponding c-Lagrangians by (22). Fix any
θ± ∈ L±, τ− and τ+, and define Aτ±c± by the formula (23). Consider the following function
of θ ∈ S(n,�n+):

s(θ) = Aτ−c−(θ−, θ) + Aτ+
c+
(θ, θ+).
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Lemma 5. Assume the notations above. Given an ε-independent constant K , let
|τ± − T±| < K . There exist constants κ, e.g. κ = εr+3 and μ, e.g. μ ≥ ε−r−3,
such that if

|c+ − c−| < κ, T− > μ, T+ > μ,

then s(θ) attains its minimum with respect to θ in the interior of L, and moreover,

min
θ∈S(n,�n+)

s(θ) + εr+2/2 < min
θ∈∂S(n,�n+)

s(θ). (30)

Proof. For simplicity, remove the deformation term β supported on L±; at the end of
the proof we shall show that this does not change the result.

The idea of the proof is the following. Consider the system with the β-term supported
on L removed. The resulting system is integrable. We shall show that the action of the
integrable system changes very little (of order O( 1

T )) when θ moves from the center of
L to its boundary. Then we plug in the lens at L. If θ lies on the boundary of Sc, then,
by Lemma 2b, the minimizer passing through θ does not intersect L, so its action is
the same as the one of the integrable system. The minimal action of the original system
between θ− and n does not exceed its action over the minimizer of the integrable system,
connecting the same points. This proves that the minimum of s(θ) with respect to θ is
attained in the interior of L, since β is of order −εr+2.

Here are the details. Fix some τ− and τ+ satisfying |τ± − T±| < K . Recall that
Lc±(θ, θ̇ ) = L(θ, θ̇ )− ηc±(θ) · θ̇ + α(c±). By formula (27) we have:

min
θ∈S(n,�n+)

s(θ) = min
θ∈S(n,�n+)

∫ τ−

0
Lc−(γ−(t), γ̇−(t))dt +

∫ τ+

0
Lc+(γ+(t), γ̇+(t))dt

= uc−(θ)− uc−(θ−)− α(c−)τ− − c−(θ − θ−) +
“k”

T−

+uc+(θ+)− uc+(θ)− α(c+)τ+ − c+(θ+ − θ) +
“k”

T+
− bump(θ)

= (
uc−(θ)− uc+(θ)

)
+ θ(c− − c+)− bump(θ) +

“k”

T+
+

“k”

T−
−uc−(θ−) + uc+(θ+) + (α(c+)τ+ − α(c−)τ−) + c−θ− − c+θ+.

The expression in the last line is independent of θ . Thus, we need to estimate θ -depen-
dence only in the line before. Recall that uc(θ) and ηc(θ) are smooth in c. Therefore, if
c+− c− is sufficiently small, then each of (uc−(θ)−uc+(θ)), and |θ(c−− c+)| is smaller
than Cεr+3. If, at the same time, T−, T+ are sufficiently large, i.e.≥ ε−r−3, then and the
bump(θ) has depth ≥ εr+2 inside of the lens, then the minimum w.r.t. θ is interior and
satisfies (30). ��

4.7. Minimum in τ is interior. Consider the Lagrangian defined by (17), (18). Define
Aτc (θ0, θ1) by (23).

Lemma 6. There exists ε0 > 0 and a constant σ > 0 such that for any 0 < ε < ε0
the following holds. Let n0 and n1 be centers of two lenses with |(n1 − n0)z | = 2

a and
|n0 − n1| large. Consider a trajectory of the integrable system connecting n0 to n1 on
the energy surface {Hint = 1/2}, and let T ∗ ∈ R be the corresponding time. Suppose
that hy > 0.01ε (as assumed by (16)).
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Then for any θi ∈ Li (Li centered at ni ) the minimum of Aτc (θ0, θ1) with respect to
τ satisfies

min
|T ∗−τ |≤5

√
ε

Aτc (θ0, θ1) < min
σ−1≤|T ∗−τ |≤σ Aτc (θ0, θ1)− 1

T ∗
, (31)

provided that T ∗ is sufficiently large.

Proof. For each τ there exists a unique minimizer γ (t) of Aτc , and Lemma 2 implies
that γ exits L0 at some time t0 and enters L1 at some time t1 without meeting other
lenses for t ∈ (t0, t1). Outside the lenses the system is completely integrable. Outside
the lenses, Aτc (θ0, θ1) is the direct sum of the xy-part and the z-part. Let us study the
xy-component first. To simplify the notation, in this part of the proof let us call (x, y)
by θ , and the Lagrangian L ′(x, y, ẋ, ẏ) (see formula (18)) by L .

Introduce a symplectic change of coordinates� : (θ, I ) �→ (φ, J ) bringing our sys-
tem to the action-angle variables. Since our system is assumed to be integrable such �
exists. The motion in the new variables is J = const., φ̇ = ω(J ), and it is governed by
the Hamiltonian H̄(J ) = H(θ(φ, J ), I (φ, J )). Moreover, after this change of variable
the one-form ηc(θ) · θ̇ in the definition of the c-Lagrangian becomes the constant form,
i.e., c · φ̇. It will be more convenient to prove formula (31) in the new variables. To
justify this, we show that the action over the minimizer, computed in the new variables,
differs from the one computed in the old variables by an error of order O( 1

T ). Indeed, if
L(θ, θ̇ ) is the Legendre transform of H(θ, I ), then for θ = γ (t), θ̇ = γ̇ (t) we have:

L(θ, θ̇ ) = θ̇ · I − H(θ, I ).

Let L̄(φ, φ̇) be the Legendre transform of H̄(J ). Then we have:

L̄(φ, φ̇) = L̄(φ̇) = φ̇ · J − H̄(J ).

By assumption, the change of coordinates was symplectic, which means that

I dθ = Jdφ + d S(φ, J ),

where S is the generating function of the coordinate change. By construction in Defor-
mation Lemma 11 for 0 < hy < ε1/10 the Hamiltonian is the sum of a rotator and two
pendulums (see (48)). We change to action-angle coordinates of (x, y, ẋ, ẏ). This corre-
sponds to straightening level sets hy = ẏ2/2− ε cos2 πy

2 . Such a change of coordinates

can be made explicit. It is defined (y, ẏ) → (φy, Jy) with Jy =
√

ẏ2/2− ε cos2 πy
2

and φy is given by φy(0, ẏ) = 0 and the differential relation dφy(y, ẏ) = Jy
ẏ dy. In

particular,

d Jy = ẏ

Jy
d ẏ + ε sin πy dy, dφy(y, ẏ) = Jy

ẏ
dy.

It follows from the exact form of Jy that for hy > 0.01ε the ratio Jy
ẏ < 20. In other

words, S(φ, J ) has a uniformly bounded derivative. For hy > ε
1

10 , the change of coor-
dinates is ε-close to identity by the Deformation Lemma 11. Since this lemma will be
used for Hamiltonians of type (14) with (large) constants A and a, we choose not to
compute this constant explicitly.
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For the Lagrangian in terms of the generating function we have

L(θ, θ̇ ) = L̄(φ̇) +
d

dt
S(φ, J ),

where (φ, J ) = �(θ, I ). Then
∫ τ

0
L(θ, θ̇ ) + ηc(θ) · θ̇ dt =

∫ τ

0
L̄(φ̇) + c · φ̇ dt + S0(φ0, φ1, J ),

where S0(φ0, φ1, J ) = S(φ1, J )− S(φ0, J ), and φ0, φ1 are the images of the points θ0,
θ1 under the coordinate change. Notice that the values of the first integrals are preserved
along the minimizer of Āτc (φ0, φ1), so that J is constant along the flow. Moreover, the
dependence between J and the rotation vector ω is smooth. Hence, if γτ (t) is the mini-
mizer of Āτc (φ0, φ1) and γT (t) is the minimizer of ĀT

c (φ0, φ1) for some |T − τ | < σ ,
if Jτ , JT are the corresponding values of the action variable, and ωT , ωτ — the corre-
sponding rotation vectors, then

|S0(φ0, φ1, Jτ )− S0(φ0, φ1, JT )| ≤
∣∣
∣∣
∂S0

∂ J
( J̃ )

∣∣
∣∣ |Jτ − JT | ≤ C0|ωτ − ωT | ≤ C0σ

T
,

(32)

see (25). We use the fact that |∂S0/∂ J | < C0 for some constant C0 depending on the
Hamiltonian.

Now let us prove estimate (31) in the new coordinates. Here the c-Lagrangian gets
the form:

L̄(φ̇)− c · φ̇ + α(c) = L̄(ω) +
∂ L̄

∂φ̇
(ω)(φ̇ − ω) + (φ̇ − ω)tr ∂

2 L̄

∂φ̇2
(ω)(φ̇ − ω)

+O((φ̇ − ω)3)− c · φ̇ + α(c) = 1

2
(φ̇ − ω)tr ∂

2 L̄

∂φ̇2
(ω)(φ̇ − ω) + O((φ̇ − ω)3).

The latter equality holds true due to the following cancelations. As discussed above we
have: ∂ L̄

∂φ̇
(ω) = c, and (since L̄ is the Legendre transform of H̄ ), we have

(
∂ L̄

∂φ̇
· φ̇ − L̄(φ̇)

)
|φ̇=ω=

∂ L̄

∂φ̇
(ω)ω − L̄(ω) = H̄(c) = α(c).

Hence, in the new variables the action takes the form

Āτc (θ0, θ1) = 1

2

∫ τ

0
(φ̇ − ω)tr ∂

2 L̄

∂φ̇2
(ω)(φ̇ − ω) + O((φ̇ − ω)3) dt. (33)

The rest of the proof is close to that of Lemma 2 in [KL1]. Since the minimizer does not
meet any lenses between L0 and L1, we have

φ̇ = const. for t ∈ (t0, t1),

and, therefore,

φ |t1t0= φ̇(τ + 5“
√
ε” 
e) = n1 − n0 + 3“

√
ε”,
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where ni denotes the φ-component of ni , and 
e = (1, 1). Thus we obtain a horizontal
velocity estimate:

φ̇ − ω = n1 − n0 + 3“
√
ε” 
e

τ + 5“
√
ε”

− ω = (T − τ)ω + 9“
√
ε” 
e

τ + 5“
√
ε”

. (34)

Recall that (D2 L̄−I ) by construction is uniformly bounded (here I stands for the identity
matrix). Therefore, there is a constant C1 such that for any vector v with 1 ≤ |v| ≤ 100
we have:

1

C1
|v|2 ≤ |vtr (D2 L̄)v| ≤ C1|v|2. (35)

To verify estimate (31), we shall take τ and τ ′ such that |T − τ | < 5
√
ε (Case 1 below)

and |T−τ ′| > σ− (Case 2 below), and compare the actions for τ and τ ′ component-wise.

1. First let |T − τ | = κ
√
ε for some κ < 5. By (34), then

|φ̇ − ω| =
√
ε

T
(“9.5” 
e + κω).

Substituting the latter estimate into the φ-part of the action, we get

1/2
∫ t1

t0
(φ̇ − ω)tr (D2 L̄(ω))(φ̇ − ω)dt

≤ T
ε

2T 2

∣∣
∣(“9.5” 
e + κω)tr (D2 L̄(ξ))(“9.5” 
e + κω)

∣∣
∣ .

If |“9.5” 
e +κω| < 1, then the integral above is less than C1ε/T . Otherwise, we can
use estimate (35) and compute this integral to be less than 120 C1ε

T .
2. Now take σ− < |T − τ | ≤ σ+. Then the integral

(33) ≥ 1

2C1

(σ − 1)2

2T
= (σ − 1)2

4C1T
.

Choosing σ so that

(σ − 1)2

4C1
> 2(C0σ + 120εC1) + 1

we obtain that the action in Case 2 dominates the sum of the action in Case 1 above
and the error term (32). This gives the desired relation (31), modulo the following
estimates.

The error term in (33) for both cases is small for large T :

∫ t1

t0
O((φ̇ − ω)3) dt = O(

1

T 2 ).

The z-components of actions for both τ and τ ′ are exponentially (in T ) close to a con-
stant. Indeed, let z(t) be the z-component of the minimizer. For t ∈ (t0, t1) the energy hz
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is conserved, and z(t) is confined to a fixed neighborhood of the saddle for the duration
t1 − t0 = O(T ). By the asymptotic formula (68),

0 < hz = O

(
exp

(
−
√
πεT

2

))
.

Finally, we estimate the impact of the lenses. Let γτ (t) be the minimizer of Aτc (θ0, θ1),
and γτ ′(t) be that of Aτ

′
c (θ0, θ1). Let v be the exit velocity from L0 of γτ (t), and v′ be

the exit velocity from L0 for γτ ′(t). Then we have

|v − v′| ≤ const.

√
ε

T
,

as we have shown above. Then, by Lemma 3 A), we have:

|γτ − γτ ′ |C1[0,t0] ≤ const.

√
ε

T
,

hence the difference between AT
c and Aτc inside L0 is bounded by const.t0 ε

T 2 ≤
const. ε

3/2

T 2 . So, if we choose T (and n1 − n0 accordingly) sufficiently large, then the
minimum of the action is attained for some τ strictly inside the interval |T − τ | ≤ σ

and, moreover, (31) holds. ��

5. Diffusion in the Double Resonance Case

In order to define a class of Hamiltonians describing dynamics near double resonances
we fix an integer matrix M ∈ GL3(Z) and a pair of small positive numbers ε, ε′ > 0.
Let a and A be positive integers. Denote by

H int(I, θ; ε, ε′) = A
〈(M∗ I ), (M∗ I )〉

2
− ε cos2 π(Mθ)y

2
− ε′ cos2 πa

2
(Mθ)z, (36)

where (v)y denotes the y-component of a vector v, with the same notation for z. Consider
the model Hamiltonian:

H(θ, I, ε, ε′) = H int(θ, I, ε, ε′)− εr+1β(θ, I, ε, ε′).

where β(θ, I, ε, ε′) is a smooth deformation which is described later in this section. In
this case the coordinate change (θ, I ) �→ (θ̃ , Ĩ ) = (Mθ,M∗ I ) is symplectic. In terms
of (θ̃ , Ĩ ), we have:

H int(I, θ; ε, ε′) = H̃ int( Ĩ , θ̃; ε, ε′) = A
〈 Ĩ , Ĩ 〉

2
− ε cos2 π ỹ

2
− ε′ cos2 πa

2
z̃, (37)

and the corresponding Lagrangian is

L̃ int(θ̃ ,
˙̃
θ; ε, ε′) = A

〈 ˙̃θ, ˙̃θ〉
2

+ ε cos2 π ỹ

2
+ ε′ cos2 πa

2
z̃. (38)

By Remark 1, the Lagrangian corresponding to H int(I, θ; ε, ε′) is L int(θ, θ̇; ε, ε′) equal
to

L̃ int(θ̃ ,
˙̃
θ; ε, ε′) = A

〈M θ̇ ,M θ̇〉
2

+ ε cos2 π(Mθ)y

2
+ ε′ cos2 πa

2
(Mθ)z . (39)
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The Lagrangian L̃ int is the direct sum of two pendula and a rotation. Therefore, it is

convenient to work in coordinates (θ̃ , ˙̃θ). In this section we assume that “the energy of
both the z̃ and ỹ-component is small”: namely,

|h ỹ | ≤ ε

10A
, (40)

the energy hz̃ being very small (prescribed by the construction), and Ĩx such that the
total energy is close to 1/2. (Compare this condition with its “complement”, condition
(16)). Let us assume A = 1 here.

5.1. Definition of uc, ηc, c-Lagrangian and c-action. As in Sect. 5, we modify the
Lagrangian (39) by a closed one form ηc(θ). We shall define η̃c̃(θ̃) for the Lagrangian
L̃int as follows

c = Mtr c̃, ηc(θ) = Mtr η̃c̃(Mθ).

With these definitions we shall have, as in the single resonance case, L̃c = Lc and
Ãc = Ac. Therefore,

in this section, we work in coordinates (θ̃ , ˙̃θ), for simplicity, omitting the tilde.

For this Lagrangian one can write explicit formulas for ηc and uc. We define these func-
tions component-wise. Let ηcx = cx , and ucx = xcx . Let ηcy (y), ucy (y) be defined as in
Example 2, Sect. 3.3. The same definition for z-component, though for z we only need
to consider the case hz ≥ 0.

Given a vector c = (cx , cy, cz) with cx ∼ 1 and 0 < cy ≤ √
2ε(1 + α) and cz ≥ 0

define a closed one-form

ηc(θ) =
{
(cx , u′cy

(y) + cy, u′cz
(z) + cz) for cy ≥ c+

y

(cx , u′c+
y
(y) + cy, u′cz

(z) + cz) for 0 ≤ cy ≤ c+
y .

(41)

Its cohomology class is c. For cy < 0 we use the symmetry, and define ucy (y) =−u−cy (y), and then ηc is again defined by (41). For cy = 0 we have a freedom of
picking either the top or the bottom separatrix. This freedom can be used to find a closed
one-form of cohomology class (cx , cy, cz) for |cy | < c+

y . We, however, design ηc’s to
approximate the action and satisfy formula (8).

Denote branches of the separatrices by u±0 (y) = ±uc+
y
(y) and let

η±(cx ,0,cz)
(θ) = (cx ,∇u±0 (y), cz).

We have

α(c) = α(cx , cy, cz) = c2
x

2
+ hy(cy) + hz(cz),

where hy(cy) and hz(cz) are functions given by Example 2 (see (11) relating c’s and
h’s). We also set hy(0) = hz(0) = 0.
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5.2. Definition of c-Lagrangian and c-action. For |cy | ≥ c+
y define the c-Lagrangian

Lc(θ, θ̇ ) = L(θ, θ̇ )− ηc(θ) · θ̇ + α(c) (42)

and the c-action

Aτc (θ0, θ1) = inf
γ

∫ τ

0
Lc(θ, θ̇; ε)dt = Aτ0(θ0, θ1) +

∫ τ

0
ηc(θ)θ̇ dt + α(c)τ,

where the infimum is taken over all C1-curves γ : [0, τ ] → R
3 with γ (0) = θ0 and

γ (τ) = θ1. Notice that the form η(θ) · θ̇ is closed, and therefore,
∫ τ

0 η(θ) · θ̇ dt is inde-
pendent of γ . Hence, the action Aτc (θ0, θ1) has the same minimizers as Aτ0(θ0, θ1) (i.e.,
the Euler-Lagrange flows of Lc and L are the same). We can rewrite the c-Lagrangian
in the form

Lc(θ, θ̇ ) = 〈θ̇ − ηc(θ), θ̇ − ηc(θ)〉
2

.

5.3. Useful facts about the flow inside the lenses. System (37) without the β-term is
completely integrable, hence no diffusion would be possible. The support of β is con-
tained in the union of sets Ln called lenses (see the detailed definition in Sect. 7.3). For
this section it is enough to see them as round balls Ln in the phase variables θ of radius
r = √

ε′, centered at points n of the lattice (2, 2, 2
a ) · Z3. Define S(n, v) as in (24).

Lemma 7. Analog of Lemma 2 holds.

As discussed above, the same statement holds for the Lagrangian (39).

5.4. Evaluation of the action for integrable system. Recall that a ∈ Z\{0} is a non-zero
integer. Let n1, n0 ∈ 2Z × 2Z × 2

a Z be centers of two lenses, L0 and L1, and denote
�n = n1 − n0 = (nx ,ny, 2/a). There is an orbit of the integrable system connecting
n0 with n1 and belonging to the energy surface {H = 1/2}. Denote this orbit by γ ∗. Let
T ∗ be the time it takes γ ∗ to connect n0 and n1, and let ω∗ be the rotation vector of γ ∗.
We know that γ ∗ is c-static for some c∗ = c(γ ∗). There are explicit formulas to define

c∗ = (c∗x , c∗y, c∗z ). Namely: c∗x = (n1−n0)x
T ∗ , c∗z =

∫ 2
0

√
2(hz + ε′ cos2 πy

2 ), where hz is

the energy of the z-component (cf. (11)). To define c∗y , consider three cases.
If ny ≥ 2 (in which case hy > 0), define c∗y by the same formula as c∗z with hy instead

of hz .
If −ny ≥ 2, define c∗y(ny) = −c∗y(−ny).
If ny = 0, define c∗y = 0. Notice that we have a discontinuity in the dependence

of c∗y on �n. This fact produces additional difficulties in having c as a parameter in
our constructions. In Sect. 5.6 we explain a way of overcoming this inconvenience. The
following lemma is an analog of Lemma 4.

Lemma 8. There exist positive ε0, ε
′
0 such that for all 0 < ε < ε0, 0 < ε′ < ε′0 the

following holds. Let n0, n1, γ ∗, c∗ T ∗, ω∗ and uc∗(θ) be as above, and let K > 0 be a
fixed constant. Suppose that T ∗ is sufficiently large. Pick two points θi ∈ Li , i = 0, 1,
and take any τ such that |τ − T ∗| < K . Let γ : [0, τ ] → R

3 be the minimal orbit
connecting θ0 with θ1 in time τ . This orbit is c-static for some c. Denote by ω its rotation
vector.
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1. In the case ny = (n1 − n0)y �= 0 we have:

∣∣ω − ω∗∣∣ ≤ 2K

T ∗
, |c − c∗| < k1

T ∗
,

∣
∣∣∣

∫ τ

0
L(γ (t), γ̇ (t), ε, ε′)dt − uc∗y (y1) + uc∗y (y0) + α(c∗)τ − c∗(θ0 − θ1)

∣
∣∣∣ ≤

k

T ∗
(43)

for some positive constants k1, k depending on K and ε.
2. In the case ny = 0 and±γ̇y(0) > 0 formula (43) holds with the y-component of uc,

uc∗y (y0), replaced by u±0 (y0), and uc∗y (y1) replaced by u∓0 (y1). Also c∗ = (c∗x , c∗y, c∗z )
is replaced by c∗ = (c∗x , 0, c∗z ).

Proof. Consider the case ny �= 0. First, we show that |ω∗ −ω| < k
T ∗ for some constant

k. The proof repeats that of Lemma 4. The x-component of the system is a rotator, so
the calculation as in Lemma 4 can be made for it.

It is left to show that the difference |ωy − ω∗y | is of order k0
T ∗ for some constant k0.

The idea is the same as in the case of single resonance: if rotation numbers ωy and ω∗y
of two trajectories differ by more than a certain constant times 1

T ∗ , then the endpoints
of the two trajectories above would be more than 1 unit apart. Smoothness of c(ω) with
respect to ω implies the second formula.

The proof of estimate (43) follows the same lines as the proof of (27), but requires
more care. Since the energy of the y-component is not bounded away from zero in
the present case (0 < hy < 0.1ε), we cannot guarantee that α(c) be smooth in c. We
shall prove that the first derivative of this function is bounded, but the second deriva-
tive does not have to be bounded. Nevertheless, we shall prove that the product Rα =
|α′′y (c̄y)(cy − c∗y)2| (cf. formulas (28) and (29)) is bounded by C1

T 2 for some constant C1
only depending on ε.

Let γ be a minimizer connecting θ0 with θ1 in time τ . By Fathi’s formula [Fa1], we
have

∫ τ

0
L(γ (t))dt = uc(θ1)− uc(θ0)− α(c)τ + c(θ1 − θ0).

Recall that an α-function of a direct sum of Lagrangians is the sum of α-functions of
components. Thus, we have

αxy(cxy)− αxy(c
∗
xy) = α′xy(c

∗
xy)(cxy − c∗xy) + α′′xy(c̄)(cxy − c∗xy)

2

for some c̄xy between cxy and c∗xy . For the x-component of this relation, the argument
is the same as that the in the single resonance case. For the y-component it is slightly

different. Consider the Lagrangian L(y, ẏ) = ẏ2

2 + ε cos2 πy
2 . Its dual Hamiltonian is

H(y, I ) = I 2

2 − ε cos2 πy
2 . In Example 2 we computed c as a function of energy h of

the Hamiltonian H : c(h) = ∫ 2
0

√
2(h + ε cos2 πy

2 ) dy. Since α(c) = H(θ,∇uc(θ) + c)

(this relation is independent of θ on a fixed trajectory), we obtain an implicit function
α(c(h)) = h. Differentiating this expression with respect to h, we getα′(c(h)) c′(h) = 1.
Differentiating again, we get

α′′(c(h)) (c′(h))2 + α′(c(h)) c′′(h) = 0.
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This gives α′′(c(h)) = − c′′(h)
(c′(h))3 . Calculations from Appendix 9 show that

c′(h) ∼ ln ε/h√
ε
, c′′(h) ∼ − c

h
√
ε

(here “∼” means equality modulo some multiplicative constants). Substituting this into
the previous relation, we get:

α′(c) ∼
√
ε

ln ε/h
≤ √ε, α′′(c(h)) ∼ ε

h(ln ε/h)3
.

Let us use this asymptotic formula to compute the error in determining hy . Denote by
h∗y the energy of the y-component of γ ∗, and by hy—that of γ . Let �hy := hy − h∗y .
If the lenses have radius

√
ε and the y-component of the speed near the lenses is

√
ε;

we get that T = nyT (h∗y) = nyT (hy) + C0 for some C0 of order of one. We know that

ny ∼ T/T (hy). Therefore, T (hy)− T (h∗y) ∼ KT (hy)

T . Apply the mean value theorem:
T (hy) − T (h∗y) = T ′(h′y)�hy with h′ ∈ [hy, h∗y]. Plug in the asymptotic values of
T (hy) and T ′(hy) given by (68) and (69) respectively. Then relation between �hy and
T (hy)’s quantities becomes

c

hy
√
ε
�hy ∼ ln(ε/hy)

T
√
ε

or �hy ∼ hy ln(ε/hy)

T
.

Now compute �cy . By the mean value theorem, �cy ∼ c′y(hy)�hy ∼ �hy ln ε/hy√
ε

.

Finally,

α′′(cy)(�cy)
2 ∼ ε

hy(ln ε/hy)3

h2
y (ln ε/hy)

4

εT 2 = hy ln ε/hy

T 2 ≤ C1

T 2

for some constant C1.
One can prove that for fixed θ0 and θ1, uc(θ0) and uc(θ1) are smooth in c. Indeed,

∂uc(θ0)
∂c = ∂uc(θ0)

∂hy

∂hy
∂c . By the asymptotic expression (68), ∂hy

∂c → 0 when hy → 0. By

the formula for uc, ∂uc(θ0)
∂hy

is bounded. With the calculations above, in the same way as
in Lemma 4, we get the estimate

α(c)τ − c(θ1 − θ0)− α(c∗)K τ + c∗(θ1 − θ0)

= (α(c)− α(c∗))τ−(c − c∗)(θ1 − θ0)

= (Kα′(c∗)+“4
√
ε”)(c − c∗)+ “C1”

T 2 τ.

This implies the desired estimate in the case ny �= 0. The case when ny = 0 is similar.
��
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5.5. Minimum in θ is interior. Consider three lenses L−, L and L+ centered at points
n−, n and n+, respectively. Consider the trajectory γ−(t) that connects n− to n on the
energy surface {H = 1/2}, and let T− be the corresponding time. This trajectory is
c-minimal for some c = c−. Define η by (41) and the c-Lagrangian by (42). Let γ +(t)
be the trajectory connecting n to n+ on the energy surface {H = 1/2}, and define c+
and T+ similarly. Given a vector v and a lens Ln, consider a 2-dimensional disk S(n, v),
defined in (24).

Fix any θ± ∈ L±,τ− and τ+, and consider the following function of θ :

s(θ) = Aτ−c−(θ−, θ) + Aτ+
c−(θ, θ+).

Lemma 9. In the above notations, let τ± satisfy |τ± − T±| < 10. Then there exist
constants κ, e.g. κ = εr+3 and μ, e.g. μ = ε−r−3 such that if

|c+ − c−| < κ, T− > μ, T+ > μ,

then s(θ) attains its minimum with respect to θ in the interior of L, and moreover,

min
θ∈S(n,c+)

s(θ) + εr+2/2 < min
θ∈∂S(n,c+)

s(θ). (44)

Proof. The proof repeats that of Lemma 5. ��

5.6. Passing through a double resonance. In the case we need to diffuse across a dou-
ble resonance in notations of Sect. 5 we have two possibilities: diffuse to annihilate
the energy hy and increase the energy hz of the z-component (i.e., we turn the corner
from the y-resonance to the z-resonance), or change the sign of the y-component of the
velocity (i.e., we go through the double resonance along the y-resonant line). Consider
the first situation, with the second being similar.

We consider a collection of lenses n0 = 0 and �ni = (ni
x ,ni

y, 2), i = 1, 2, . . .
such that |�ni | are large enough to satisfy Lemma 8, and the ratios ni

y/n
i
x monotoni-

cally decrease to zero until n j
y = 2 for some j . At this moment we need to deal with

the discontinuity of cy (see (43)). Indeed, as long as n j
y ≥ 2, then c∗y ≥ c+

y = 2
√

2ε.
However, to switch ny from positive to negative we need to change the sign of non-zero
c∗y to the opposite one. To overcome this difficulty we consider a somewhat artificial

procedure. We insert a long collection of steps with the same �ni = (n j
x , 2, 2) with

j ≤ i ≤ j ′. Along this collection we select ci to be decreasing slowly in the y compo-

nent: ci = (1, ci
y, c+

z ), c j = c+
y , . . . , c j ′

y = 0. In order to be able to apply Lemma 8 for
such c’s we add a constant boundary term:

∫ Ti

0
L(γ (t), γ̇ (t))dt + (ci

y − c+
y )(yi+1 − yi ), (45)

where γ (0) = θi = (xi , yi , zi ), γ (Ti ) = θi+1 = (xi+1, yi+1, zi+1).Notice that the terms
we added do not depend on a minimizer γ and do not affect the minimization process.
Absorbing this term we can change the cohomology class of the closed one-form ηc
defined in (41).2

2 Certainly, the minimization of the sum of two terms like (45) leads to a corner for the minimizing solution
due to ci

y �= ci+1
y . To have a smooth minimizing solution we make a smooth deformation/gluing of closed one

forms ηci−1 and ηci to match the forms in the lens Li . Then the minimization provides smooth solutions. See
Sect. 8 for details.
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5.7. Minimum in τ is interior. The next lemma is formulated for hy(cy) > 0, i.e., for
cy ≥ c∗y . In the case when we change the direction of the trajectory in y, the same
argument as above leads to the conclusion that the minimum with respect to T is inte-
rior. Recall that T (hy) denotes the period of a trajectory of the standard pendulum with
energy hy . The necessary estimates are given in Appendix 9.

Lemma 10. There exists ε0 > 0 and σ > 0 (one can take σ = 10) such that for
all 0 < ε < ε0 the following holds. Let n0 and n1 be centers of two lenses with
πz(n1 − n0) = 2/a, |n0 − n1| large. Consider a trajectory γ ∗ of the integrable system,
connecting n0 to n1 on the energy surface {H = 1/2}, and let T ∗ ∈ R be the corre-
sponding time. This trajectory is a c-minimizer for some c∗. Suppose that hy < 0.1ε.

Then for any θi ∈ Li (Li centered at ni ) the minimum of Aτ (θ0, θ1) with respect to
τ satisfies

min
|T ∗−τ |≤5

√
ε

Aτc (θ0, θ1) < min
σ−1≤|T ∗−τ |≤σ Aτc (θ0, θ1)− 1

T
. (46)

Proof. By Tonelli’s Theorem, there exists a minimizer γ (t) = (x(t), y(t), z(t)), t ∈
[0, τ ], with γ (0) = θ0 and γ (τ) = θ1. By Lemma 7, γ exits L0 at some time t0 > 0,
enters Ln at time t1 < τ without meeting any other lenses for t ∈ (t0, t1). Outside the
lenses the system is a direct sum of three 1-d systems. Decompose the action Aτc into
the following components:

Aτc (θ0, θ1) = 1

2

∫ t1

t0
(ẋ − cx )

2dt +
1

2

∫ t1

t0
(ẏ − ν(y, hy))

2dt

+
1

2

∫ t1

t0
(ż − ν(z, hz))

2dt +�A

:= Aτc,x + Aτc,y + Aτc,z +�A,

where �A is the impact of the lenses.
For the x- and the z-components of the action we have exactly the same estimates as

in Lemma 4. We repeat the proof for the x-component here for the sake of completeness.
First we estimate the x-part of the action over (t0, t1). Since |ẋ | ≥ 4

5 on (0, τ ), and the
diameter of the lenses is 2

√
ε, we have: t0, τ − t1 ≤ 2.5

√
ε, and hence we have:

t1 − t0 = τ − “5
√
ε”,

and thus

x(t1)− x(t0) = ẋ(τ − “5
√
ε”) = nx + “2

√
ε”.

Hence we obtain an x-velocity estimate:

ẋ − cx = nx + “2
√
ε”

τ − “5
√
ε”
− cx = cx |T − τ | + “8

√
ε”

τ − “5
√
ε”

.

Let |T − τ | ≤ 5
√
ε. Substituting the last estimate into the x-part of the action over

(t0, t1), we get

1

2

∫ t1

t0
(ẋ − c)2dt ≤ (10 + 5)2

2

ε

T
≤ 125

ε

T 2 T < 125
ε

T
.



676 V. Kaloshin, M. Saprykina

If |T − τ | ≥ 9, then

1

2

∫ t1

t0
(ẋ − c)2dt ≥ 10

T
.

Let us estimate the y-component of the action, Aτc,y outside the lenses. Here the
y-component of the solution curve satisfies the system with the Hamiltonian H(y, Iy) =
1
2 I 2

y − εUy(y; ε). We show that for hy < 0.1ε the y-component of the action is smaller
than ε

T , which does not affect estimate (46).
By definition of ν(y, hy), on the curve y(t)with energy hy such that T (hy) = T

ny
we

have: ẏ − ν(y, hy) = 0 for all t. To study the Aτc,y , we relate the time τ to the energy

of the minimizer ỹ(t) such that ỹ(0) = πyθ0 := y0, θ̃ (τ ) = πyθ1 := y1. Outside the
lenses it satisfies ˙̃y2/2− εUy(ỹ; ε) = h̃ y for some constant h̃ y .

By assumption, for the y-component we have: T (hy) = T
ny+“

√
ε” . Let us estimate the

difference |hy − h̃ y |. Close to even integer points, the velocity is ≥ √ε/2; the radius of
the lenses is at least

√
ε/2. Therefore, nyT (h̃ y) = τ + “4”. Hence,

T (hy)− T (h̃ y) = T − τ + “4”

ny
= “14”

ny
.

Then, using the asymptotic formula (69) for the period, for some ĥ y between hy and h̃ y ,
we get:

|h̃ y − hy | = |T (hy)− T (h̃ y)| 1

|T ′(ĥ y)|
≤ |T (hy)− T (h̃ y)|c2ĥ y

√
ε ≤ 10c2

√
εĥ y

ny
.

Now we are ready to estimate the action:

1

2

∫ τ

0

( ˙̃
θ(t)− ν(θ̃(t), hy)

)2
dt

= 1

2

∫ τ

0

(√
2(h̃ y + εUy(θ̃(t); ε))−

√
2(hy + εUy(θ̃(t); ε))

)2

dt

=
∫ τ

0

(h̃ y − hy)
2

(√
2(h̃ y + εUy(θ̃(t); ε)) +

√
2(hy + εUy(θ̃(t); ε))

)2 ≤ τ
|h̃ y − hy |2

2hy

≤ τ(14c2)
2 εhy

2n2
y
≤ 20π

ε(T (hy))
2hy

T
≤ 20π

εhy ln2( 4
π2

hy
ε
)

23πε

1

T
≤ 12ε

T
.

The impact of the lenses, as well as Aτc,z , can be shown to be negligible exactly as in
Lemma 6. ��
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6. Deformation Within Completely Integrable Hamiltonians

Consider a configuration of three resonant planes:

π1 = {Iy = 0}, π2 = {Iz = 0}, π3 = {Ix = Iy}.
Our aim is to construct a Hamiltonian H(I, θ, ε) close to H0(I ) whose actions change
along the contour (π1 ∪ π2 ∪ π3) close to the energy surface {H(·, ε) = 1/2}. Recall
that S

2
ε denotes the projection of this energy surface into the space of actions. In order

to use the arguments of Sect. 5, we have to make H have a certain special form in the
neighborhoods of the “double resonances”, i.e., of π1 ∩ π2 ∩ S

2
ε and π2 ∩ π3 ∩ S

2
ε .

Moreover, in order to use the arguments of Sect. 4, we have to make H(·, ε) completely
integrable in a neighborhood of π2 ∩ S

2
ε and convex with respect to the actions. In fact,

H will have the special form (15) here. The main result of this section proves that a
Hamiltonian H with these properties does exist (Fig. 6).

Lemma 11 (Deformation lemma). Consider a configuration of three resonant planes

π1 = {Iy = 0}, π2 = {Iz = 0}, π3 = {aIy − bIx = 0}, (47)

where a and b are integers. Fix 0 < ε′, ε′′, ε̄ small and ε = max{ε′, ε′′, ε̄}. Let V−
be an ε

1
10 -neighborhood of p1 ∈ π1 ∩ π2 ∩ S

2
ε , and V+ be an ε

1
10 -neighborhood of

p2 ∈ π2 ∩ π3 ∩ S
2
ε . Let W be the convex hull of V− ∪ V+. For non-zero integers a, b, m,

consider two Hamiltonians, H+ and H−, defined in V+ and V−, respectively:

H−(θ, I ) =
(

I 2
x

2
+

I 2
y

2
− ε′ cos2 πy

2

)

+
I 2
z

2
− ε̄ cos2 mπ z

2
(48)

and

H+(θ, I ) =
(

I 2
x

2
+

I 2
y

2
− ε′′ cos2 π(ay − bx)

2

)

+
I 2
z

2
− ε̄ cos2 mπ z

2
. (49)

There exists a completely integrable Hamiltonian H on W that coincides with H− on
V−, and with H+ on V+ and has the form

H(θ, I ) = H ′(x, y, Ix , Iy, ε) +
I 2
z

2
− ε̄ cos2 mπ z

2
,

where H ′ is completely integrable and C1 ε-close to I 2
x
2 +

I 2
y
2 outside of V− ∩ V+

3.

Proof. For the proof we shall set a = b = m = 1. The general case can be treated in the
same way. Since the (z, Iz)-parts of H− and H+ are the same, we shall omit them in the
following considerations. Let Ṽ±, W̃ and H̃± denote the projection of V±, W and H±,
respectively, onto the space (x, y, Ix , Iy). We shall prove that, given H̃± in Ṽ±, where

H̃− = I 2
x

2
+

I 2
y

2
− ε′ cos2 πy

2
, H̃+ = I 2

x

2
+

I 2
y

2
− ε′′ cos2 π(x − y)

2
,

there exists a completely integrable Hamiltonian H̃ on W̃ that coincides with H̃− in Ṽ−,
and with H̃+ on Ṽ+. Let us omit the tilde in the notations. The proof is divided into six
steps.

3 Inside these neighborhoods V− and V+ we have explicit formulas.
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Fig. 6. Deformation neighborhoods

1) Local reduction to a 1.5-degrees of freedom system. For h near 1/2, consider the
energy surface {H± = h}. Denote by U− and U+ the intersection of neighborhoods
V− and V+ with this energy surface.
By the Implicit Function Theorem we can express Ix on the energy surface h. Since

in our case H± = I 2
x
2 +

I 2
y
2 − εP±(x, y), we have an explicit formula

Ix =
√

2(h + εP±(x, y))− I 2
y := K±(Iy, x, y; h).

Note that the phase trajectories of the system with the Hamiltonian H± on the energy
surface H± = h satisfy the Hamiltonian equations

dy

dx
= ∂K±

∂ Iy
,

d Iy

dx
= −∂K±

∂y
,

where x plays the role of time, and K± is the time-periodic Hamiltonian func-
tion defined above, see [Ar2]. We shall call these Hamiltonian systems “reduced
systems”.

2) Poincaré map. For a fixed x , consider a cylinder

Ax = {x} × T× R � (x, y, Iy).

For the reduced time-periodic systems K±, consider the Poincaré map of the cylinder
Ax into itself, denoted by

F±
x : (y, Iy)→ (y′, I ′y).

Since Iy ∈ [0, 1/
√

2], we have that Ix ≥ 1/(
√

2) > 0. This implies that F±
x are

well defined. Since each F±
x is a time-one map of a Hamiltonian vector field, it is

an exact area-preserving (EAPT) map of the cylinder Ax , see [MDS], Sect. 9.3.
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3) Analytic foliations of A0. Due to complete integrability of H±, additional integrals
define two analytic foliations of Ax for each x , that are invariant for the Poincaré
maps F+

x and F−
x , respectively. Here we compute these two foliations:

H− has an additional first integral

I 2
y

2
− ε′ cos2 πy

2
,

which defines a foliation on Ax for any x .
To see an additional first integral of H+ we rewrite

I 2
x

2
+

I 2
y

2
− ε′′ cos2 π(x − y)

2
= (Ix + Iy)

2

4
+
(Ix − Iy)

2

4
− ε′′ cos2 π(x − y)

2
.

Since the change of coordinates (x, y, Ix , Iy) �→ (u, v, Iu, Iv)with u = (x + y)/
√

2
and v = (x − y)/

√
2 is symplectic, we see that our system has two first integrals in

involution:

(Ix + Iy) and
(Ix − Iy)

2

4
− ε′′ cos2 π(x − y)

2
.

Since we study the energy surface H+ = h ∼ 1/2, for each initial condition we
have

Ix + Iy = c with some c and

(Ix − Iy)
2

4
− ε′′ cos2 π(x − y)

2
= h − c2

4
.

Now we can express Ix and get the following first integral

(c − 2Iy)
2

4
− ε′′ cos2 π(x − y)

2
= h − c2

4
.

Define the following foliations of A0 by 2-tori:
— the map F+

0 preserves level sets of

�−c = {(y, Iy) :
I 2

y

2
− ε′ cos2 πy

2
= c};

— the map F−
0 preserves level sets of

�+
c = {(y, Iy) : (c − 2Iy)

2

4
− ε′′ cos2 πy

2
− h +

c2

4
= 0}

with varying c.
4) Action-angle like variables. Denote by �̂±c the set of (x, y, Iy) such that a trajectory

starting at this initial condition on the energy surface H = h crosses the Poincaré
section {x = 0} ∩ �±c respectively. These sets are 2-tori, invariant under the flow
of the reduced time-periodic systems K±, respectively. Let �̂± be the foliations of
T× T× R into the above tori.
We shall construct the reduced time-periodic Hamiltonian K in such a way that in
U+ it preserves the leaves of �̂+, in U− it preserves the leaves of �̂−, and on the
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whole T×T×R it has a smooth invariant foliation by 2-dimensional tori. We shall
start by defining this invariant foliation “between” U− and U+. It is more convenient
to do it in a new symplectic system of coordinates, (φ, J ), in which both foliations
�− ∩ U− and �+ ∩ U+ have the form J = const . For each fixed x we introduce
such a symplectic change of coordinates,

�x : (y, Iy) �→ (φ, J ),

in Ax that the resulting global change of coordinates is smooth and 2-periodic in x .
To do this, fix an x , and consider the leaves of the foliation �̂−(x) := Ax ∩ �̂−.
Define a change of coordinates �−x : (y, Iy) �→ (φ, J ) ∈ T × R so that J is
the area under the invariant curve passing through (y, Iy), (evidently, J is constant
on leaves of �−(x)), and let φ be such that (y, Iy) → (φ, J ) is area-preserving.
This transformation can be given by a generating function S−x (y, J ). Moreover, if
Iy > ε1/4, then the leaves of �− are “almost horizontal”, so in this domain

S−x = y J +
√
εg−(y, J ),

where g− is a smooth function. In a similar way, we define �+(x) and a symplectic
transformation �+

x : (y, Iy) �→ (φ, J ) ∈ T× R so that J is constant on the leaves
of �+(x). This transformation can be given by a generating function S+

x (y, J ). If
(Ix − Iy) > ε1/4, then S+

x = y J +
√
εg+(y, J ), where g+ is a smooth function.

Let α(J ) be a smooth monotone function on [0,√2/2] such that

α(J ) =
{

0, J < 1
10

1, J >
√

2/2− 1
10 .

Define a new function:

Sx (y, J ) = α(J )S+
x (y, J ) + (1− α(J ))S−x (y, J ).

If 1
10 ≤ J ≤ √

2/2 − 1
10 , then the corresponding Iy > ε1/4 and (Ix − Iy) > ε1/4,

so the corresponding generating functions S±x are
√
ε-close to J y. This implies

∂2Sx (y, J )

∂y ∂ J
�= 0.

If J < 1
10 , then Sx = S−x , and for J >

√
2/2 − 1

10 , Sx = S+
x , so the above

inequality holds also. Therefore, Sx (y, J ) is a generating function of a symplectic
transformation. This is the desired change of coordinates �x .
Since both S±x are smooth and periodic in x , the same is true for�x . By construction,
�x coincides with �−x for Iy <

1
20 , and with �−x for Iy >

√
2/2− 1

20 .
5) Construction of the reduced time-periodic Hamiltonian K . In the new coordinates

both �̂− ∩ U− and �̂+ ∩ U+ have the form J = const , because the flow of K±
preserves the area form dy∧d Iy . Now we shall construct the reduced time-periodic
system K so that it preserves the foliation J = const. for all J . In order to do this,
we define a smooth family of symplectic maps Fx : (J0, φ0, 0) �→ (Jx , φx , x)with
F0 = id, and then, by a standard fact in symplectic topology, produce an x-periodic
Hamiltonian function whose time-x map coincides with Fx for each x . Note that
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for (J0, φ0) ∈ U±, this time-x map is already defined as the flow map of K±, and
has the form

{
Jx = J0,

φx = φ0 + ω±x (J0, ε),
(50)

where ω±x are smooth in (x, J, ε), monotone increasing in J , and for all x we have:

max
W−

x

ω−x (J, ε) < min
W +

x

ω+
x (J, ε)− c for some c > 0.

Moreover,ω±x (J, ε) converges smoothly to the function J x when ε→ 0. Letωx (J )
be a function, increasing in J for each x and smooth in (x, I ), such that

ωx (J, ε) =
{
ω−x (J, ε), J < 1/10
ω+

x (J, ε), J >
√

2/2− 1/10.
(51)

Such a function exists due to the properties ofω±x . For each x define Fx : A0 �→ Ax
as

{
Jx = J0,

φx = φ0 + ωx (J0, ε).

This map is area-preserving for each x by construction, and F0 = id. Moreover, for
each x ,

F∗x λ− λ = J1dφ1 − J0dφ0 = J0
∂ω(J0, x)

∂ J0
d J0 = dGx (J0),

and Gx is smooth in x . Therefore, the flow Fx , x ≥ 0, is generated by a Hamilto-
nian function K , see [MDS], Prop 9.19. This is the desired reduced time-periodic
Hamiltonian K .

6) Construction of H̃(I, θ; ε). By a standard procedure, we construct the correspond-
ing autonomous Hamiltonian H̃ in the variables (x, Ix , J, φ). Returning to the vari-
ables (x, y, Ix , Iy), we obtain the desired H̃ .
Note that J is the first integral of H̃ by construction, and J is in involution with H̃ .
The latter follows from the fact that ∂ H̃/∂φ = 0.

We note also that if ε = 0 then both H+ and H− equal I 2
x
2 +

I 2
y
2 . Naturally we define H̃0

by the same formula. This can also be achieved by the construction above choosing
ωx (J, 0) in formula (51) to be ωx (J, 0) = J x .

Since for ε = 0 we have H̃(I, θ; ε) = I 2
1
2 +

I 2
2
2 , the difference H̃(I, θ; ε)− ( I 2

1
2 +

I 2
2
2 )

goes to zero with ε. This shows that, for small ε, H̃ is convex. For the corresponding

Lagrangian L̃(φ, φ̇, ε), this implies that L̃(φ, φ̇; ε) − ( φ̇2
1

2 +
φ̇2

2
2 ) goes to zero with

ε. Outside of ε1/10-neighborhood influence of ε cos(·) becomes negligible. This
completes the proof of the Lemma. ��
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7. Construction of the Fractal Set F and the Hamiltonian H=Hε

Recall that S
2
ε denotes the natural projection of the energy surface {H = 1/2} onto

the space of actions. Then S
2
ε is a smooth ε-small deformation of a unit sphere in R

3.
Fix a fast decaying sequence {εn}n of positive real numbers. Below we define a frac-
tal set F with its closure homeomorphic to the “H -tree” Fmod , see Fig. 1. Namely,
F = ∪n∈Z+ Fn , where∪k≤n Fk is a tree of generation n (consisting of

∑n
j=0 2 j segments

up to generation n).
Let n̄ stand for an n-tuple of 0’s and 1’s. The set F0 consists of one segment passing

through zero. Suppose that ln̄ is one of the segments of the nth generation. Two segments
of the (n + 1)st generation, called ln̄,0 and ln̄,1, are are attached by their midpoints to
the ends of ln̄ . Segments ln̄,0 and ln̄,1 are almost perpendicular to ln̄ . More details are in
Sect. 7.1. In this section we prove the following theorem.

Theorem 3. 1. There exist a fractal set F of type “H-tree”, see Fig. 1, on S
2
ε with Haus-

dorff dimension of F equal to 2, any of its segments being the intersection of S
2
ε with

an appropriate “resonant plane” of the form {I | (k · I ) = 0} for k ∈ Z
3. Moreover,

for any of its segments, say, ln̄ , of generation n, there is an open set Un̄ containing
ln̄ that does not intersect any segment of generation higher than ≥ (n + 2) or lower
than ≤ n − 2.

2. There is a Cr -smooth Hamiltonian H(θ, I ) = Hint (θ, I )+ β̃(θ, I, ε), depending on
{εn}n, defined in a neighborhood of F with the following properties.

— H(θ, I )− |I |2
2 vanishes on F \ F.

— For each vertex, pn̄ , of F there is a neighborhood Vn̄ and an integer matrix
Mn̄ ∈ GL3(Z) such that for I ∈ Vn̄ the Hamiltonian Hint has the form (37),
where ε = εn−1, ε′ = εn, matrix M = Mn̄ is defined in (56), and the integer
constant a = cn̄ is defined below in (52) and (54).

— For each segment, ln̄ , of F there is an open set Un̄ ⊃ ln̄ in which Hint has the
form (14) with ε = εn, the matrix M = Mn̄ defined in (56), and the constant
a = cn̄ is defined in (52) and (54).

— One can define a Cr -smooth “bump” function β̃(I, θ, ε), 2-periodic in θ , whose
support is contained in the union of convex sets called lenses. For I ∈ Vn̄,
the corresponding lens has the form M−1

n̄ B(n,
√
εn) where B(n,

√
εn) is a ball

centered at n ∈ 2Z
3 of radius

√
εn, and

n ∈ �n̄ = M−1
n̄ (2, 2,

2

cn̄
) · Z3.

For I ∈ Wn̄,i , i = 0 or 1, the definition of a “bump” function β(I, θ, ε) is more
involved, see Sect. 7.3. Roughly speaking, it is a smooth deformation between
the aforementioned bump function supported in M−1

n̄ B(n,
√
εn) and the bump

function from the next stage, supported in M−1
n̄,i B(n′,√εn+1) with n′ ∈ �n̄,i =

M−1
n̄,i (2, 2, 2

cn̄,i
) · Z3.

In Subsect. 7.1 we construct the fractal set F ; Subsect. 7.2 is devoted to the con-
struction of the integrable Hamiltonian Hint . In Subsect. 7.3 we construct the pertur-
bation term β(I, θ, ε) supported on the lenses. The desired Hamiltonian is H(I, θ) =
Hint (I, θ, ε) + εr+1β(I, θ, ε).
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7.1. Construction of the fractal set F. Our model for F is the “H-tree” Fmod , see Fig. 1.
It is obtained as a limit of the following iterative procedure. Given α > 0 and a monotone
increasing sequence λn , 0 < λn <

1√
2

, λn → 1√
2

, start with a straight line segment l0 of
length α (l0 is the segment “of level 0”). The segments of the H-tree, denoted above by
ln̄ , are indexed by dyadic numbers as follows. Inductively, two new segments, ln̄,0 and
ln̄,1 are attached by the midpoints to the endpoints of ln̄ . They are perpendicular to ln̄
and have equal lengths |ln̄,0| = |ln̄,1| = λn|ln̄|. The set Fmod is the closure of the union
of these segments. One way to verify that dimH (Fmod) = 2 is to define Fmod using an
iterated function scheme (see, e.g., Falkoner’s book [Fa]).

The construction of F ⊂ S
2
ε is a little more involved: here the consecutive segments

are no longer parallel, and λn̄ depends on the whole sequence n̄. Namely, we define
F = ∪n∈Z+ Fn , where Fn is a “tree of generation n”. Consider the planes:π0 = {Iy = 0},
π01 = {Iz = 0}. Letπ011 = {aIy−bIx = 0},π010 = {aIy +bIx = 0} for some a, b ∈ Z.
Let p01 = π0 ∩ π01 ∩ S

2
ε , p011 = π01 ∩ π011 ∩ S

2
ε , and p010 = π01 ∩ π010 ∩ S

2
ε . Denote

by l0 the segment of π0 ∩ S
2
ε with one end at p01 and the length |l0| = α sufficiently

small. Denote by l01 the segment of π01 ∩ S
2
ε between p010 and p011. We assume that a

and b are chosen so that |l01| = |l0|λ0 for some λ0 “close to” 1√
2

.

To continue, suppose that (θn̄, In̄) is a system of symplectic coordinates in a neighbor-
hood of S

2
ε , and suppose we have defined two consecutive segments of F : ln̄ ⊂ πn̄ ∩ S

2
ε

and ln̄1 = πn̄1 ∩ S
2
ε , where

πn̄ = {Iyn̄ = 0}, πn̄1 = {Izn̄ = 0}.
(The case of ln̄ and ln̄0 is analogous). Choose integers an̄ , bn̄ , and define

πn̄10 = {an̄ Iyn̄ + bn̄ Ixn̄ = 0}, πn̄11 = {an̄ Iyn̄ − bn̄ Ixn̄ = 0} (52)

in such a way that the following two requirements hold:

1. Let ln̄1 denote the interval connecting the points pn̄10 := πn̄1 ∩ πn̄10 ∩ S
2
ε and

pn̄11 := πn̄1 ∩ πn̄11 ∩ S
2
ε . The length of ln̄1 satisfies

|ln̄1| = |ln̄|λn̄,

where λn̄ satisfies

λn̄ = 1/
√

2− δn, where α2−(n+1)/4 < δn < α2−n/4. (53)

2. Integers an̄ and bn̄ in the definition of πn̄11 satisfy:

cn̄ :=
√

a2
n̄ + b2

n̄ ∈ N. (54)

In this case the triple (an̄, bn̄, cn̄) is called “Pythagorean triple”. This assumption is
used, in particular, in Sect. 7.2.

Recall that a Pythagorean triple is a triple (a, b, c) of integers such that a2 + b2 = c2.
Such triples can be generated as follows:

a = m2 − n2, b = 2mn, c = m2 + n2, where m > n > 0, m, n ∈ Z.

The latter implies that for any constants β and δ there is a Pythagorean triple
(a, b,

√
a2 + b2) such that |β − a

b | < δ. This implies, in its turn, that requirements
1 and 2 above can be met simultaneously.
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7.1.1. Coordinate change and related notations. To make the recursion work, consider
the following symplectic change of coordinates. For a fixed n̄, it acts on θn by the
integer matrix Tn̄ :

θn̄1 = Tn̄1θn̄, Tn̄1 =
⎛

⎝
an̄ bn̄ 0
0 0 −cn̄
−bn̄ an̄ 0

⎞

⎠ . (55)

The change to θn̄0 is analogous, the corresponding matrix Tn̄0 is as Tn̄1 with bn̄ replaced
by −bn̄ .

For the fixed n̄, let n̄ j stand for the sequence of first j digits of n̄. We denote

Mn̄ = Tn̄Tn̄n−1 . . . Tn̄2; then θn̄ = Mn̄θ0. (56)

Define

In̄1 = T ∗̄n1 In̄, where T ∗̄n1 = (T−1
n̄1 )

tr =

⎛

⎜
⎜⎜
⎝

an̄
c2

n̄

bn̄
c2

n̄
0

0 0 − 1
cn̄

− bn̄
c2

n̄

an̄
c2

n̄
0

⎞

⎟
⎟⎟
⎠
.

The resulting coordinate change is symplectic. Notice that it brings the planes πn̄1 and
πn̄11 to the form

πn̄1 = {Iyn̄1 = 0}, πn̄11 = {Izn̄1 = 0},
and the segment ln̄1 ⊂ πn̄1 ∩ S

2
ε is defined above by its endpoints pn̄1 and pn̄11. This

ends the recursive construction.
About the coordinate change, notice that

H0(I ) =
⎛

⎝
n−1∏

j=1

c2
n̄ j

⎞

⎠ H0(In̄).

Here we study the structure of F and prove that dimH (F) = 2.

Lemma 12. The set F constructed above has no self-intersections. Moreover, each seg-
ment ln̄ of generation n has an open neighborhood of width dn ∼ 2−n, which does not
intersect any segment of generation ≥ (n + 2) and ≤ (n − 2).

Proof. Fix two consecutive segments: ln−1 and ln̄ . Let F(ln̄) denote the connected com-
ponent of F \ ln−1 containing ln̄ . Informally, it is the branch of the tree growing on
ln̄ . We shall show that the distance dn−1 between ln−1 and F(ln̄) is larger than some
positive number depending only on n. For this lemma denote sk = 1

2 max |lk̄ |, where the
maximum is taken over all segments of generation k in F(ln̄). In particular, sn = |ln̄|. If
α is sufficiently small, we can estimate:

dn−1 ≥ sn −
∞∑

j=1

sn+2 j − 2
∞∑

j=0

sn+2 j+1 sin

⎛

⎝
∞∑

j=0

sn+2 j

⎞

⎠

≥ sn − 2

(
1√
2
− δn

)(
1√
2
− δn+1

)
sn − 4sn+1 sin sn

≥ sn

(
1√
2
(δn + δn+1)− δnδn+1 − 4sn+1

)
.
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Since α2−n/4 ≤ δn ≤ α21−n/4 by assumption, and sn is of order 2−n/2, the latter
expression is positive, and moreover, for small α we have:

dn−1 ≥
1

2
s3/2

n .

Value dn can be chosen to be as large as the minimum of dn̄ over all |n̄| = n. Value
dn ∼ 2−n also works. ��

To estimate the Hausdorff dimension, we use the following lemma from [Fa].

Lemma 13. If f : G → R
m is a bi-Lipschitz transformation, then dimH f (G) =

dimH G.

This lemma can indeed be used due to the following:

Lemma 14. Let F ⊂ S
2
ε be the set constructed above, and Fmod ⊂ R

2 be the model set
constructed in the beginning of the section with the same λn̄ . Then there is a bi-Lipschitz
transformation f : F → Fmod .

Proof. By construction, any segment ln̄ of F has an open neighborhood free from seg-
ments of order≥ (n + 2). Moreover, any two intersecting segments, ln̄ and ln+1, intersect
at right angle. This implies the existence of a transformation claimed by the lemma. ��

7.2. Construction of Hint . Let F ⊂ S
2
ε be the fractal set constructed in the previous

section. For any n̄, let Vn̄ be a ball centered at pn̄ with radius dn/2 (where dn is defined
in Lemma 12, e.g. dn = 2−n), and 2Vn̄ be a ball centered at pn̄ with twice the radius
of Vn̄ , i.e., dn . Let Un̄,1 be the convex hull of Vn̄ and Vn̄,1, and 2Un̄,1 denote the con-
vex hull of 2Vn̄ and 2Vn̄,1. See Fig. 6 with V− = Vn̄, V+ = Vn̄,1, U = Un̄ similarly
2V− = 2Vn̄, 2V+ = 2Vn̄,1 are balls of double radius with the same center. Since the
width of 2Un̄,1 is smaller than dn , 2Un̄,1 does not intersect l j̄ with j �= n̄, (n̄, 1), see
Lemma 12. Introduce analogous notation for n̄, 0.

Let 1
2 Vn̄ be a ball centered at pn̄ of half the radius of Vn̄ . Define Wn̄,1 to be the convex

hull of Vn̄ ∪Vn̄,1 minus Vn̄ ∪Vn̄,1. The sets Wn̄ are the neighborhoods in which we study
the single-resonant case. Let (εn), n ≥ 0, be a sufficiently fast decaying sequence of
positive constants. Let 2Un and 2Un̄,i be two consecutive neighborhoods with i = 0 or
1. For I ∈ 2Un ∪ 2Un̄,i , multiply εn by a cut-off function τn ,

εn̄(I ) =
{

1, I ∈ Un̄ ∪Un̄,i

0, I /∈ 2Un̄ ∪ 2Un̄,i .
(57)

Since εn decays fast with n and each neighborhood Un̄ is the convex hull of Vn̄ and Vn̄,i ,

it contains an ε
1

10+r
n -neighborhood of ln̄ . Thus, εn̄(I ) can be chosen Cr -small. Define

(θ0, I0) ≡ (θ, I ). Let an̄ , bn̄ and cn̄ be the integers that appeared in the definition (52)
of the resonant plane πn̄11. Define Hint by the following recursive procedure:

– For I ∈ V01, define

Hint (θ, I ) = H0(I )− ε0 cos2 π

2
y − ε1 cos2 π

2
c0z;
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Fix an n̄ ∈ Z
n
2. As before, n̄ j denotes the sequence of first j digits of n̄, j = 1, . . . , n.

Suppose that Hint is defined for I ∈ Vn̄ and, written in coordinates (θn̄, In̄), has the
form

Hint (θn̄, In̄) =
⎛

⎝
n−1∏

j=1

c2
n̄ j

⎞

⎠ H0(In̄)− εn−1 cos2 π

2
yn̄ − εn cos2 π

2
cn̄zn̄ . (58)

For I ∈ Vn̄1 define Hint (θn, In) as follows:

Hint =
⎛

⎝
n−1∏

j=1

c2
n̄ j

⎞

⎠ H0(In̄)− εn+1 cos2 π

2
cn̄,1(an̄ yn̄ − bn̄ xn̄)− εn cos2 π

2
cn̄zn̄ . (59)

The above pair of Hamiltonian functions has the form (48), (49). For I ∈ Un̄,1 by Lemma
11 there is an integrable Hamiltonian denoted Hint (θn̄, In̄).

To continue the recursive process, notice that (55) gives H0(In̄,1) = c−2
n̄ H0(In̄), and

that for I ∈ Vn̄,,1, Hint written in the new symplectic coordinates (θn̄,1, In̄,1) (given by
(55)), has the form

Hint (θn̄1, In̄,1) =
⎛

⎝
n∏

j=1

c2
n̄ j

⎞

⎠ H0(In̄,1)− εn cos2 π

2
yn̄,1 − εn+1 cos2 π

2
cn̄,1zn̄,1. (60)

We define Hint for I ∈ Vn̄,0 in an analogous way. This completes the recursive step of
the construction.

Remark 2. Notice that for the above Hamiltonian we have:

Hint (θ, I ) = H0(θ, I ) for I ∈ F \ F.

Indeed, I cannot lie in any of Un (Un are defined in the beginning of this section) since
Un intersects at most two different segments of F .

Denote

U =
⋃

n̄

Un̄, and F∞ = (F \ F) ∩K, (61)

where K stands for the set of rationally independent vectors in R
3. Then we have:

supp(Hint ) ⊂ U × T
3, and F∞ ⊂ ∂U .

7.3. Definition of the lenses. Here we construct the “lenses”—convex sets whose union
contains the support of the perturbation β. We construct them on the universal cover
of T

3.
Fix a multi-index n̄ ∈ Z

n
2. For any I ∈ Vn̄ first define the lenses Ln in terms of coor-

dinates (θn̄, In̄) = (Mn̄θ,M ∗̄
n I ). For each In̄ ∈ M ∗̄

n Vn̄ , the lenses are balls in variables
θn̄ of radius

√
εn centered at the grid of points

n ∈ �̃n̄ = (2, 2,
2

cn̄
) · Z3. (62)
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So, we have Ln = B(n,
√
εn). This choice is motivated by the following. For I ∈ Vn̄

the Hamiltonian Hint , written in coordinates (θn̄, In̄), has the form (58). Here we have
the lenses placed at the points with (cn̄ z̃n̄) being an even integer. This permits us to use
methods of Sect. 5. In terms of the original coordinates, the lenses for I ∈ Vn̄ are convex
sets of the form M−1

n̄ B(n,
√
εn) placed at the points

n ∈ �n̄ = M−1
n̄

(
2, 2,

2

cn̄

)
· Z3. (63)

Define the deformation as

βn̄,n(θn̄, In̄, εn) = ζ

( |θn̄ − n|
εn

)
,

where, to be specific, we take ζ([0, 1/2]) = 1, ζ([1,∞)) = 0 with ζ being C∞-smooth
on R, monotone decreasing on [1/2, 1] and even. Then

βn̄(θn̄, In̄, εn) =
∑

n

βn̄,n(θn̄, In̄, εn).

The deformation is thus εr+1
n βn̄(θn̄, In̄, εn). In terms of the original coordinates, set

β(θ, I ) := ∑
n̄ βn̄(Mn̄θ,M ∗̄

n I, εn).
It is left to describe the lenses for I ∈ Wn̄1. Let us first do it in terms of (θn̄, In̄). By the

formula above, for I ∈ Vn̄1, we have defined the lenses in terms of coordinates (θn̄1, In̄1).

They are balls of radius
√
εn+1 centered at the points of the lattice �̃n̄1 = 2

(
1, 1, 1

cn̄1

)
·Z3.

Written in coordinates (θn̄, In̄), �̃n̄1 has the form �̃ ′̄n1 = T−1
n̄1 �̃n̄1 (Tn̄1 in the transfor-

mation defined by (55)). One can compute that

�̃ ′̄n1 ⊂ 2

(
1

c2
n̄cn̄1

,
1

c2
n̄cn̄1

,
1

cn̄

)

· Z3.

Notice that the third components of the above lattice and those of �̃n̄ defined in (62)
constitute the same set. This is important for constructing the lenses for I ∈ Wn̄ .

Recall that, by definition, I ∈ Vn̄ is equivalent to In̄ ∈ M ∗̄
n Vn̄ , I ∈ Wn̄1 is equivalent

to In̄ ∈ M ∗̄
n Wn̄1. Denote

Ṽn̄ = M ∗̄
n Vn̄, Ṽn̄1 = M ∗̄

n Vn̄1, W̃n̄1 = M ∗̄
n Wn̄1.

Recall that Hint (θn̄, In̄) has form (58) for In̄ ∈ Ṽn̄ , and form (59) for In̄ ∈ Ṽn̄1. The
Hamiltonian Hint for In̄ ∈ W̃n̄1 was constructed using the “continuation” procedure of
Sect. 6, which does not affect the (In̄, zn̄)-part of the Hamiltonian.

By now, the lenses have been defined for In̄ ∈ W̃n̄1 ∩ Ṽn̄ and for In̄ ∈ W̃n̄1 ∩ Ṽn̄1. Let
ψ(In̄) and ξ(In̄) be smooth functions supported on W̃n̄1, taking values between 0 and 1,

ψ(In̄) =
{

1 for In̄ ∈ Ṽn̄ ∩ W̃n̄1

0 for In̄ ∈ 2Ṽn̄1 ∩ W̃n̄1,
ξ(In̄) =

{
1 for In̄ ∈ Ṽn̄1 ∩ W̃n̄1

0 for In̄ /∈ 2Ṽn̄1.

For each lens corresponding to In̄ ∈ Ṽn̄ or In̄ ∈ Ṽn̄1 we define a whole family of lenses
smoothly depending on In̄ ∈ W̃n̄1. For each In̄ , the corresponding lens Ln is a round
ball in θn̄-variables, centered at n, of radius sn. Distinguish 3 cases:
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— If n ∈ �̃n̄ ∩ �̃ ′̄n1, then for each In̄ ∈ W̃n̄1, define the radius sn(In̄) = √
εnψ(In̄) +√

εn+1(1− ψ(In̄)).
— If n ∈ �̃n̄\�̃ ′̄n1, then define sn(In̄) = √

εnψ(In̄).
— If n ∈ �̃ ′̄n1\�̃n̄ , then define sn(In̄) = √

εn+1ξ(In̄).

The deformation β(θ, I ) is defined to be a smooth function, supported on the lenses.
Define β separately for each smooth family of lenses discussed above in the following
way. Let

βn̄,n(θn̄, In̄) =
⎧
⎨

⎩
r2r+2

n for In̄ ∈ B
(

n, r2
n(In̄)

2

)

0 for In̄ /∈ B
(
n, r2

n(In̄)
)
,

where n is the center of the corresponding lens. Then

βn̄(θn̄, In̄) =
∑

n

βn̄,n(θn̄, In̄).

Having constructed the lenses and the deformation function, we return to the original
coordinates by the transformation (M∗,M)−1.

In this section we complete the proof of Theorem 1. Recall that the H -fractal F ⊂ S
2

constructed in Sect. 7 has Hausdorff dimension 2. Recall that K stands for the set of
totally irrational vectors in R

3. We define F∞ = (
F\F

) ∩ K, see (61). Its Hausdorff
dimension is also 2. Finally, define the set

F∞ = T
3 × F∞.

It has Hausdorff dimension 5. In Sect. 7 we have constructed a Hamiltonian H on the
set U × T

3, see (61) for the definition of U , and Theorem 3 for the properties of H . In
this section we prove that H has a trajectory whose closure contains F∞.

Let {εn}n be a monotone decreasing sequence of positive numbers such that εn → 0
with n fast enough. There are several reasons for εn’s to decay fast enough.

• We would like the supports of the localized perturbations to be pairwise disjoint and
εn-dependent neighborhoods of Fn to be disjoint from Fn+ j for any | j | ≥ 2, j ≥ −n.
Recall that the non-localized perturbation of the original Lagrangian has the form:
(18,20) for a single resonance and (38,39) for a double resonance.

• We also need to “fit in” the lenses into a fairly dense grid �n̄ .
• We need εn to be small enough so that our Lemmas 4 and 8 hold.

Then for each n we shall find N = N (n) (which stands for the number of lenses
needed to shadow Fn) and construct a trajectory {γ n(t) = (θn, I n)(t)}t whose veloc-
ity εk-approximates Fk for each 1 ≤ k ≤ n, i.e., an εk-neighborhood of {I n(t)}t∈R

contains Fk .
As n →∞ and N = N (n)→∞ we get a sequence of trajectories {γ n(t)}t approx-

imating F∞ with better and better precision. By construction all ω ∈ F∞, aside from an
at most countable set, are totally rational, and dynamics on the corresponding 3-dimen-
sional torus T

3
ω is integrable. This implies that if {I n(t)}t∈R approximates F∞ ⊂ S

2 ⊂
R

3 with better and better precision, then {γ n(t)}t∈R approximates F∞ = T
3×F∞ with

better and better precision.
Variational problems are constructed in such a way that each {γ n(t)}t starts inside of

a lens around the origin and its velocity belongs to a compact ball. Thus, we can find a
converging subsequence. The limiting trajectory will be the one proving Theorem 1.
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To define parameters for the variational problem we need to map from action vari-
ables to velocity and back. Let Hint be the Hamiltonian constructed in Sect. 7.2. Let
Lint : (θ, I )→ (θ, θ̇ = ∂I Hint ) be the Legendre map associated with Hint .

We emphasize that by construction our Hamiltonian is close to the sum of squares
Hamiltonian H0(I ) = |I |2/2. In the coordinates that we study this Hamiltonian, we
have three types of zones:

• close to a double resonance (for actions in Vn̄), where the Hamiltonian has the form
(59–60),

• close to a single resonance (for actions in Wn̄), where by Lemma 11 it is close
H0(I )− ε̄ cos2 l(θ), where l(θ) is a linear periodic function of θ , or

• exactly H0(I ).

In all cases the Hamiltonian is convex.
In each of the above cases, Lemma 6 or 10 defines a constant σn̄ .
Denote δn = min{εn,κn}, where κn is κ = κ(ε) from Lemmas 5 and 9 respectively.
Denote FL = Lint (F) and FL

n = Lint (Fn) ⊂ R
3 images of the action fractal F and

Fn’s in the space of velocities. Since θ̇ = ∂I Hint (I ) is invertible, in what follows we
identify F and FL.

8. Shadowing and Construction of Variational Problems

8.1. From a unit vector “of average velocity” v to �n, c, T , type of a resonance, and
type of a grid of lenses. In Theorem 3 we have defined the fractal set F , the Hamiltonian
H = Hint + β̃ in its neighborhood, open sets Vn̄ and Wn̄ corresponding to single and
double resonance, and the corresponding families of lenses.

Suppose we have a unit vector v (think of it as the approximate average velocity of
a trajectory of H that we have to find). Suppose v is such that v = ∂H

∂ I (θ, I ) for some
I such that I ∈ Vn̄ or I ∈ Wn̄ for some n̄. Theorem 3 gives us the family of lenses
corresponding to this neighborhood Vn̄ or Wn̄ . Fix n and n′—centers of two lenses in
this family such that �n = n − n′ is large enough and w = �n

|�n| is close enough to v
(the quantitative part will be made precise later).

For the two centers of lenses, n and n′, consider the minimizer γ ∗(t) of the integrable
system connecting them and being on the energy surface {H int} = 1/2. This minimizer
is c-static for some c = c(�n). Denote by T = T (�n) the corresponding time.

Remark 3. Notice that if �n = n − n′ is sufficiently large, then the minimizer γ ∗(t)
(which is a piece of a trajectory of the integrable system) is at least 4

√
εn-dense on the

corresponding invariant torus. This is due to the fact that in the local coordinates (θn̄, In̄),
the zn̄-component of the speed is less or equal to 2

√
εn , while the (xn̄, yn̄)-component

of the speed is one. We assume that in the following construction �n are chosen large
enough to provide this density.

8.2. Setting up a variational problem. Fix n ∈ Z+. The nth order tree Fn consists of
a finite collection of resonant segments. Define a sufficiently dense set of points in Fn
(which we shall shadow later) as follows: it is δ3r

0 -dense on F1, δ3r
1 -dense on F2\F1,…,

and finally, δ3r
n -dense on Fn\Fn−1. For some N = N (n) select an ordered collection of

vectors Vn = {v j }1≤ j≤N ⊂ S
2 such that v0 = (1, 0, 0) and if v j ∈ Fk \ Fk−1 for some

k, then |v j − v j+1| < δ3r
k . Moreover, the 2δ3r

k -neighborhood of Vn contains Fk \ Fk−1.
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Let n0 = (0, 0, 0) and n1 = (�nx , 0, 2)with�nx > δ−2r−5
0 . Based on the algorithm

from the previous section we determine a collection of vectors {n j }0≤ j≤N such that n j
is a center of a certain lens, �n j = n j+1 − n j is large and directions ω j = �n j/|�n j |
and ω j−1 = �n j−1/|�n j−1| are close enough. Moreover, for some 1 ≤ k ≤ n we have
that |ω j − v j | ≤ 2δ3r

k , where v j ∈ Vn .
Now, based on the grid Vn inside Fn , we choose a collection of centers of lenses

{n j }0≤ j≤M , (each n j is a center of the lens L j := Ln j ). Based on the algorithm from
Sect. 8.1 we determine sequences of vectors c j = c(�n j ) and time durations Tj =
T (�n j ). Based on c j and the corresponding Hamiltonian H = H(�n j ) we determine
a closed one-form η j = ηc j and α j = α(c j ). This allows us to define the c-Lagrangian
Lc j (θ, θ̇ ) = L(θ, θ̇ ) − ηc(θ) · θ̇ + α(c) as in (22) and (42) for single and double res-

onances respectively. Recall that A
τ j
c j (θ j , θ j+1) = infγ

∫ τ j
0 Lc j (γ (t), γ̇ (t)) dt over C1

curves starting at θ j at time 0 and ending at θ j+1 at time τ j .
We assume that the sequence c j for j = −M, . . . ,M is such that the correspond-

ing sequence of actions lies in the consecutive neighborhoods: W−N , V−N ,W−N+1, . . .

VN−1,WN for N = N (M).
Finally, for each Vj and W j , there exists a corresponding σ j from Lemma 6 and 10,

respectively.
Recall that we defined in (24):

S j = S(n j , w j ) = {θ : θ ∈ L j , (θ mod 2) · w j = 0}

be the 2-dimensional disk concentric with L j of the same radius as L j . Denote

IM = {(c j ,n j , σ j , S j , Tj ),−M ≤ j ≤ M}

and

QM = {(θ, τ ) = (θ−M , . . . , θM , τ−M , . . . , τM ) : θ j ∈ S j , |τ j − Tj | ≤ σ j }.

For a fixed sequence of times τ = (τ j )
M
j=−M , we consider the following preliminary

variational problem:

Ac(θ, τ ) =
M∑

j=−M

A
τ j
c j (θ j , θ j+1), (64)

where we minimize inside the hypercube QM .

Lemma 15. Fix M <∞. Let the set IM satisfy the conditions above. Then the minimum

MIM = min
QM

Ac(θ, T )

is attained in the interior of the hypercube QM . The value of MIM is positive and finite.
Moreover, there is a shadowing trajectory γ of the Euler-Lagrange flow of (4) such that
γ (t j ) passes through the sections S j , j = −M, . . . ,M, and the value of the Hamiltonian
Hε on this trajectory is close to 1

2 .
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Proof. First of all we justify the existence of a solution to (64). As we proved in Sects. 4
and 5, the action A

τ j
c j (θ j , θ j+1) is continuous in c j , τ j and θ ’s. Since the hypercube QM

is compact, a minimum is attained. Consider a “two leg variational problem”:

min
θ j∈S j , |τ j−1−Tj−1|<σ j−1, |τ j−Tj |<σ j ,

A
τ j−1
c j−1(θ j−1, θ j ) + A

τ j
c j (θ j , θ j+1),

where θ j−1 ∈ S j−1 and θ j+1 ∈ S j+1 are fixed. In suffices to show that the minimum
with respect to θ j , τ j and τ j+1 is interior. Consider two cases depending on whether c j
corresponds to the single or double resonance. ��

The single resonance case. Suppose that c j corresponds to I ∈ Vn̄ for some n̄. By
Lemma 1, we have smooth dependence of c on direction ω = �n/|�n|. We choose
�n j so that

• Both �n j and the corresponding Tj are large enough to apply Lemmas 5 and 6.
• Directions ω j = �n j/|�n j | and ω j−1 = �n j−1/|�n j−1| are close enough so that

the corresponding c j and c j−1 are at most κ j/2 close, where κ j is from Lemma 5.

The interior property of the minimizer follows from Lemmas 5 and 6
The double resonance case. As in the previous case, c j−1 can be determined by

�n j−1. But there is a discontinuity, discussed in Sect. 5, as we approach a double
resonance locally written ẏ = ż = 0. This case subdivides into two sub-cases:

a) bring hy down to zero and increase hz away from zero (hy and hz are energies of
the corresponding components).

b) change sign of hy , e.g., from positive to negative keeping hz practically zero;

Consider the case a). In the limit as hy → 0+ from above with�nz = 2 the limiting
value of c is (cx , c+

y , c+
z ). Similarly the limit of hz → 0+ from above with �ny = 2 the

limiting value of c is (cx , c+
y , c+

z ). Thus, there is no discontinuity and we proceed in the
same way as in the single resonance:

• �n j is large enough for application of Lemmas 9 and 10.
• directions ω j = �n j/|�n j | and ω j−1 = �n j−1/|�n j−1| are close enough so that

the corresponding c j and c j−1 are at most κ/2 close.

Consider the case b). We have a discontinuity: in the limit as hy → 0+ from above
with�nz = 2 the limiting value of c is (cx , c+

y , c+
z ), while in the limit as hy → 0− from

below with�nz = 2 the limiting value of c is (cx ,−c+
y , c+

z ) (see Sect. 5.1). There are var-
ious ways to design transition through a double resonance and overcome discontinuity
in c. We choose the one of slow varying c.

As long as �n j has its y-component �ny
j > 2, we proceed as in previous cases.

Decreasing �ny component to 2 corresponds to reducing the cy-component of c to c+
y

(see Sect. 5.1). Suppose �n j is such that its �ny
j = 2. We select a repeated collection

of �n:

�n j = �n j+1 = · · · = �n j+k−1, �n j+k = (�nx , 0, 2),

�n j+k+1 = �n j+k+1 = · · · = �n j+2k−1, with �ny
j+k+1 = −2,

for some integer k such that ρ = [3c+
y/k] < κ with [·] being the integer part. Then we

select a collection of c’s as follows

c j = (cx , c+
y , c+

z ), c j+s = (cx , c+
y − sρ/3, c+

z ), for s < k, c j+k = (cx , 0, c+
z ),

c j+k+s = (cx , sρ/3, c+
z ), for s < k, c j+2k = (cx ,−c+

y , c+
z ).
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In order to be able to apply Lemmas 9 and 10 we do the following trick. We need to
prove that the sum of actions (9) has an interior minimum for Li−1,Li , and Li+1 sat-
isfying the above conditions. Recall that in (41) we define a closed one form ηc for c’s
with cy ≥ c+

y . Define then η j = ηc j . Transform the collection of c j+s , 0 < s < k, into
a collection of closed one-forms �η j+s, 0 < s < k such that ηc j+s+1 = ηc j + �η j+s ,
and the cohomology class [ηc j+s ]T3 equals c j+s . Due to (41), each �η j+s is a constant
one-form with only second non-zero component equal to sρ/3. This implies that the
minimizers of the sum

∫ Tj+s

0
Lc j (γ j+s, γ̇ j+s) dt +

∫ Tj+s+1

0
Lc j+1(γ j+s+1, γ̇ j+s+1) dt

and the minimizers of a similar sum with Lagrangians Lc j (γ j+s, γ̇ j+s) and
Lc j+1(γ j+s, γ̇ j+s) replaced by Lc j+s (γ j+s, γ̇ j+s) and Lc j+s+1(γ j+s, γ̇ j+s), respectively, are
the same. Indeed, dependence on the intermediate point θ j+s disappears. This implies
that Lemma 9 applies for each j + s with 0 < s < k. The construction for k < s < 2k
is similar as we have symmetry cy → −cy . In the case k = s and �ny = 0, we use u+

0
and u−0 as y-component of u (see the last sentence of Lemma 9).

This implies the interior minimum of (64), and proves the first part of the lemma.
Now we prove the existence of the shadowing trajectory. The curve γ (t) which cor-
responds to the minimizer of the c-action (64), satisfies the Euler-Lagrange equation
on each segment (τ ∗j , τ ∗j+1). However, its one-sided derivatives do not have to match at
the endpoints t = τ ∗j of the neighboring intervals. We will show that in the vicinity of
this pseudo-solution there exists a true solution. To prove this, we need to modify the
variational problem (64).

The idea of this modification is a fairly standard tool (see e.g. [KL1]). A part of the
proof of the present lemma is contained in [KL1] verbatim, and we chose to make a
precise reference rather than rewrite it here.

Let us modify the Lagrangians Lc j and Lc j+1 into Lη j and Lη j+1 in such a way that
the new Lagrangians match inside of connecting lenses, and at the same time we still
have an interior minimum.

Consider exact one-forms �η j : T R
3 → R,

�η j (θ)=
⎧
⎨

⎩

0 for |n j − θ | ≥ r j
ηc j+1(θ)− ηc j (θ) for |n j − θ | ≤ 0.5 r j

(1− μ(|n j − θ |))(ηc j+1(θ)− ηc j (θ)) for 0.5 r j ≤ |n j − θ | ≤ 0.8 r j

(65)

where μ is a smooth nondecreasing function whose support is (0.5,∞) and which is
identically one on (0.8,∞), values r j are determined from the size of lenses. Define a
function b j such that b j (n j ) = 0 and ∇b j = η j +�η j := η̃ j . Now we modify

L η̃ j (γ j+1, γ̇ j+1) = Lc j (γ j+1, γ̇ j+1) +�η j (γ j+1) · (γ̇ j+1).

Then instead of minimizing (64) we shall minimize

min
θ j∈S j , |τ j−Tj |<N

∑

1≤ j≤10

∫ τ j

0
L η̃ j (γ (t), γ̇ (t)) dt. (66)
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This leads to comparing

∫ Tj

0
L η̃ j (γ j , γ̇ j )dt +

∫ Tj+1

0
L η̃ j+1(γ j+1, γ̇ j+1) dt

=
∫ Tj

0
L0(γ j , γ̇ j ) dt +

∫ Tj+1

0
L0(γ j+1, γ̇ j+1) dt

+(b j+1(θ j+1)− b j+1(θ j )) + (b j (θ j )− b j (θ j−1)).

By construction b-terms depending on θ j cancel, thus, the second expression is inde-
pendent of θ j and the minimum of the first line and the total sum in θ j is the same.

The above relation between the two actions implies that an interior minimum of the
action (66) corresponds to a solution of the Euler-Lagrange equation. This implication
is proved in [KL1], p. 423.

It is left to verify that depth of the corresponding local minima of (64), claimed by
Lemma 15, survives this modification. Notice that the local minima are obtained using
Lemmas 5 and 9.

The difference between ω j+1 and ω j is bounded by 2δ3r
k . the dependence of c on ω

is analytic for single resonance (see Sect. 4.1, Lemma 1). Problem of the regularity of
the dependence of c on ω for the double resonance (see Sect. 5.1) reduces to that of the
dependence of c on ω for the pendulum. Express both of them in terms of the energy h
of the pendulum: c = c(h) and ω = ω(h). Then ∂ωc = ∂hc/∂hω. Using the calculations
of the Appendix we have that

∂hc ∼ T (h) and ∂hω =
(

1

T (h)

)′
= − T ′(h)

T 2(h)
.

Since T (h) ∼ −2−3/2(ln h + 0.5 ln ε)/
√
ε and T ′(h) ∼ √

2/(
√
πh
√
ε), ∂ωc → 0 as

ω→ 0. Thus, for some C > 0 independent of ε, the bound |ω j+1 −ω j | < 2δ3r
k implies

|c j+1 − c j | < Cδ3r
k .

To see the regularity of the dependence of ηc on c for the single resonance we use
Lemma 1, and for the double resonance use explicit formulas in Example 2, Sect. 3.3
and (41). This shows that the difference �η j is Cδ3r

k -small (see (65)).
This, in its turn, shows that difference between Lη j and Lc j is Cδ3r

k -small. Thus, if
each pair of neighbors in the sum (64) minimum

A
τ j−1
c j−1(θ j−1, θ j ) + A

τ j
c j (θ j , θ j+1)

has θ -depth ε2k+2
j /2. Thus, if approximation Lη j of Lc j is Cδ3r

k ≤ Cε3r
k -small, then

A
τ j−1
η j−1(θ j−1, θ j ) + A

τ j
η j (θ j , θ j+1)

also has an inner minimum. For completion of arguments see [KL1], p. 423–424.

8.3. Trajectory passing through infinitely many lenses. Let γm be the trajectory that
passes through lenses L−m, . . .Lm , whose existence and ordering was established above.
Consider a sequence (γm)

∞
m=1 of such trajectories. In the lens L0 consider the sequence

of points pm = γm ∩ S0. Let p∗ be a limit point of this sequence which exists by
compactness. Recall that all the constructed trajectories have energies H close to 1

2
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(say, |H(γm)− 1
2 | ≤ 0.1). Therefore, the corresponding space of velocities is compact.

Hence, there exists a subsequence of (γm)
∞
m=1 such that for each γ in this subsequence

(with an appropriate shift of time) we have: γ (0) = p∗, γ̇ (0) = v∗. By construction, the
trajectory γ (t) of the Euler-Lagrange flow with these initial conditions will pass through
all the lenses.

8.4. Density in a set of Hausdorff dimension 5. In Sect. 8.2 we have chosen a sequence
of centers of lenses in such a way that the trajectory of the integrable system between
each two lenses on the fixed energy surface fills the corresponding invariant torus, call
it T

3(�n), 4
√
εn-densely (where n corresponds to the segment of the H-fractal); see

Remark 3. Of course, the deformed system H may not have an invariant torus. But the
piece of the trajectory of H through the same lenses, call it γH is close to this torus, in
the sense that this torus lies in the 8

√
εn-neighborhood of γH .

Now, fix any δ > 0 and let I ∈ F∞. We shall show that there is a piece of the
trajectory γ , constructed above, such that the torus I × T

3 lies in the δ-neighborhood
of this piece. Since I ∈ F \ F , there is a segment of F , call it ln̄ , such that ln̄ lies in the
δ/2-neighborhood of I , and εn < δ2/200. Continuity arguments complete the proof.

8.5. Proof of Theorem 2. The proof of Theorem 2 is quite similar, and we do not present
a detailed account of it. The only difference is the following. The projection of the two
chosen invariant tori (i.e., tori with totally irrational rotation numbers 
ω ′ and ω ′′) to the
energy surface {Hε = 1/2} are two points, I ′ and I ′′. We construct a connected “path”
consisting of a countable number of segments, each segment being the intersection of
the energy surface {Hε = 1/2} with an appropriate resonant plain passing through the
origin. This “path” converges to I ′ in one direction, and to I ′′ in the other direction. The
Hamiltonian H1 vanishes on the end points of the “path”. Modulo this difference, the
construction of H1 is the same as in the proof of Theorem 1.
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by NSF grant DMS-1101510. We would like to thank the referee for his thorough reading of the manuscript
and many useful remarks.

9. Appendix: Auxiliary Pendulum Bounds

Here we prove the asymptotic formulas for the period of the standard pendulum that
were used above. Consider the standard pendulum with one degree of freedom,4

hz = ż2

2
− ε cos2 π z

2
.

For all hz > 0 trajectories are periodic with period, denoted by T (hz), given by

T (hz) =
∫ 2

0

dz
√

2(hz + ε cos2 π z
2 )
. (67)

4 One could get rid of the coefficient ε by
√
ε time rescaling.
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For small hz/ε we have the following asymptotic behavior of T (hz):

T (hz) = − ln c1
hz
ε

c0
√
ε
(1 + o(1)), (68)

where c0 = 23/2, c1 = 4/π2. The asymptotic behavior of T ′(hz) for small hz/ε is given
by

T ′(hz) = 1

c2hz
√
ε
(1 + o(1)), (69)

where c2 = √
π/
√
ε.

In order to verify (68), notice that for small hz the main contribution comes from a

neighborhood of z = 1. There one can approximate cos2 π z
2 �

(
π(z−1)

2

)2
. Recall the

table integral:
∫

dx√
x2 + a2

= ln
(

x +
√

x2 + a2
)
.

For small a integrating over [−1, 1] we get ln
√

1+a2+1√
1+a2−1

∼ − ln a
2 (1 + o(1)). Thus, denot-

ing 2
√

hz
π
√
ε

by a, and making the change of variable x = (z−1), we see that the dominant

part of T (hz) is − ln 4hz
π2ε

23/2π
√
ε
. Since the contribution outside of [−1, 1] can only increase

the constant in front of the leading term, we get (68). Here we verify (69). The derivative
of T (hz) is

T ′(hz) = −
∫ 2

0

dz
√

2(hz + ε cos2 π z
2 )

3 .

Again the main contribution comes from a neighborhood of z = 1 and we can approxi-

mate cos2 π z
2 �

(
π(z−1)

2

)2
. Recall the table integrals

∫
dx√

a2 + x2 3 =
x

a2
√

x2 + a2
.

For small a integrating over [−1, 1] we get 2
a2
√

1+a2
∼ 2

a2 (1 + o(1)). Again, setting

a = 2
√

hz
π
√
ε

and x = (z − 1), we see that the dominant part of T ′(hz) is
√

2√
πhz

√
ε
. Since

the contribution outside of [−1, 1] can only increase the constant in front of the leading
term, we get (69).
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