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Abstract. - Let $M$ be an $m$-dimensional differentiable manifold with a nontrivial circle action $\mathcal{S}=\left\{S_{t}\right\}_{t \in \mathbb{R}}, S_{t+1}=S_{t}$, preserving a smooth volume $\mu$. For any Liouville number $\alpha$ we construct a sequence of area-preserving diffeomorphisms $H_{n}$ such that the sequence $H_{n} \circ S_{\alpha} \circ H_{n}^{-1}$ converges to a smooth weak mixing diffeomorphism of $M$. The method is a quantitative version of the approximation by conjugations construction introduced in [Trans. Moscow Math. Soc. 23 (1970) 1].
For $m=2$ and $M$ equal to the unit disc $\mathbb{D}^{2}=\left\{x^{2}+y^{2} \leqslant 1\right\}$ or the closed annulus $\mathbb{A}=\mathbb{T} \times[0,1]$ this result proves the following dichotomy: $\alpha \in \mathbb{R} \backslash \mathbb{Q}$ is Diophantine if and only if there is no ergodic diffeomorphism of $M$ whose rotation number on the boundary equals $\alpha$ (on at least one of the boundaries in the case of $\mathbb{A})$. One part of the dichotomy follows from our constructions, the other is an unpublished result of Michael Herman asserting that if $\alpha$ is Diophantine, then any area preserving diffeomorphism with rotation number $\alpha$ on the boundary (on at least one of the boundaries in the case of $\mathbb{A}$ ) displays smooth invariant curves arbitrarily close to the boundary which clearly precludes ergodicity or even topological transitivity.
© 2005 Published by Elsevier SAS

RÉSumé. - Soit $M$ une variété différentiable de dimension $m \geqslant 2$ admettant une action non triviale du cercle $\mathcal{S}=\left\{S_{t}\right\}_{t \in \mathbb{R}}, S_{t+1}=S_{t}$, qui préserve une forme volume $\mu$ de classe $C^{\infty}$. Pour tout nombre Liouville $\alpha$ on construit une suite de difféomorphismes $H_{n}$ préservant l'aire tels que la suite $H_{n} \circ S_{\alpha} \circ H_{n}^{-1}$ converge vers un difféomorphismse faiblement mélangeant de $M$. La méthode est une version quantitative des constructions par conjugaisons successives introduites dans [Trans. Moskow Math. Soc. 23 (1970) 1].

Pour $m=2$ et $M$ égale au disque unité $\mathbb{D}^{2}=\left\{x^{2}+y^{2} \leqslant 1\right\}$ ou à l'anneau fermé $\mathbb{A}=\mathbb{T} \times[0,1]$ ce résultat prouve la dichotomie suivante : $\alpha \in \mathbb{R} \backslash \mathbb{Q}$ est diophantien si et seulement si il n'existe pas de difféomorphismse ergodique de $M$ avec un nombre de rotation égal à $\alpha$ sur le bord (sur au moins un des bords dans le cas de $\mathbb{A}$ ). Un côté de la dichotomie suit de nos constructions, l'autre d'un résultat non publié de Michael Herman affirmant que si $\alpha$ est diophantien, alors tout difféomorphisme préservant l'aire et ayant un nombre de rotation $\alpha$ sur le bord (sur au moins un des bords dans le cas de $\mathbb{A}$ ) possède des cercles invariants réguliers arbitrairement proches du bord, ce qui exclut l'ergodicité et même la transitivité topologique.
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## 1. Introduction

We present a construction method providing analytic weak mixing diffeomorphisms on the torus $\mathbb{T}^{d}=\mathbb{R}^{d} / \mathbb{Z}^{d}, d \geqslant 2$, and smooth weak mixing diffeomorphisms on any smooth manifold
with a nontrivial circle action preserving a smooth volume $\mu$. The diffeomorphisms obtained are homotopic to the identity and can be made arbitrarily close to it.

We will effectively work either on the two torus for the analytic constructions or on the closed annulus $\mathbb{A}=\mathbb{T} \times[0,1]$ for the smooth constructions. In the case of the torus the construction is exactly the same in higher dimensions and we explain in Section 2.4 how the smooth construction can be transfered from the annulus to general manifolds with a nontrivial circle action.

By smooth diffeomorphisms on a manifold with boundary we mean infinitely smooth in the interior and such that all the derivatives can be continuously extended to the boundary.

We recall that a dynamical system $(M, T, \mu)$ is said to be ergodic if and only if there is no nonconstant invariant measurable complex function $h$ on $(M, \mu)$, i.e. such that $h(T x)=h(x)$. It is said to be weak mixing if it enjoys the stronger property of not having eigenfunctions at all, i.e. if there is no nonconstant measurable complex function $h$ on $(M, \mu)$ such that $h(T x)=\lambda h(x)$ for some constant $\lambda \in \mathbb{C}$.

The construction, on any smooth manifold with a nontrivial circle action (in particular $\mathbb{D}^{2}$ ), of volume preserving diffeomorphisms enjoying different ergodic properties (among others, weak mixing) was first undertaken in [1]. For $t \in \mathbb{R}$ denote by $S_{t}$ the elements of the circle action on $M$ with the normalization $S_{t+1}=S_{t}$.

Let $\mathcal{A}(M)$ be the closure in the $C^{\infty}$ topology of the set of diffeomorphisms of the form $h \circ S_{t} \circ h^{-1}$, with $t \in \mathbb{R}$ and $h$ area preserving $C^{\infty}$-diffeomorphism of $M$.

For a given $\alpha \in \mathbb{R}$ we denote by $\mathcal{A}_{\alpha}(M)$ the restricted space of conjugacies of the fixed rotation $S_{\alpha}$, namely the closure of the set of $C^{\infty}$-diffeomorphisms of the form $h \circ S_{\alpha} \circ h^{-1}$.

It is easy to see that the sets $\mathcal{A}_{\alpha}(M)$ are disjoint for different $\alpha$ and in [4, Section 2.3.1], it was proved for a particular manifold $M$ that $\bigcup_{\alpha \in \mathbb{R}} \mathcal{A}_{\alpha}(M) \varsubsetneqq \mathcal{A}(M)$. We do not know if the inclusion remains strict on any manifold.

Anosov and Katok proved in [1] that in $\mathcal{A}(M)$ the set of weak mixing diffeomorphisms is generic (contains a $G_{\delta}$ dense set) in the $C^{\infty}$ topology. Actually, it also follows from the same paper that the same is true in $\mathcal{A}_{\alpha}(M)$ for a $G_{\delta}$ dense set of $\alpha \in \mathbb{R}$ although the construction, properly speaking, is achieved in the space $\mathcal{A}(M)$. However, [1] does not give a full description of the set of $\alpha$ for which the result holds in $\mathcal{A}_{\alpha}(M)$. Indeed, the flexibility of the constructions in [1] comes from the fact that $\alpha$ is constructed inductively at the same time as the conjugations are built, that is: at step $n, \alpha_{n}=p_{n} / q_{n}$ is given, and $h_{n}$ is constructed that commutes with $S_{\alpha_{n}}$; then $\alpha_{n+1}$ is chosen so close to $\alpha_{n}$ that $f_{n}=H_{n} S_{\alpha_{n+1}} H_{n}^{-1}$ (where $H_{n}=h_{1} \circ \cdots \circ h_{n}$ and each $h_{n}$ commutes with $S_{\alpha_{n}}$ ) is sufficiently close to $f_{n-1}$ to guarantee the convergence of the sequence $\left\{f_{n}\right\}_{n \in \mathbb{N}}$. Then step $n+1$ gets started by the choice of $h_{n+1}$ etc. The final $\alpha$ is the limit of $\alpha_{n}$. By this procedure, there is no need to put any restrictions on the growth of the $C^{r}$ norms of $H_{n}$ since $\alpha_{n+1}$ can always be chosen close enough to $\alpha_{n}$ to force convergence. The counterpart is that the limit diffeomorphism obtained in this way will lie in $\mathcal{A}_{\alpha}(M)$ with $\alpha$ having rational approximations at a speed that is not controlled.

Since we want to do the construction inside $\mathcal{A}_{\alpha}(M)$ for an arbitrary Liouville number $\alpha$, we are only allowed to make use of the fact that the decay of $\left|\alpha_{n+1}-\alpha_{n}\right|$ is faster than any polynomial in $q_{n}$. So we have to construct $h_{n}$ with a polynomial (in $q_{n}$ ) control on the growth of its derivatives to make sure that the above procedure converges.

Recall that an irrational number $\alpha$ is said to be Diophantine if it is not too well approximated by rationals, namely if there exist strictly positive constants $\gamma$ and $\tau$ such that for any couple of integers $(p, q)$ we have:

$$
|q \alpha-p| \geqslant \frac{\gamma}{q^{\tau}}
$$

In this paper we work in the restricted spaces $\mathcal{A}_{\alpha}(M)$ and prove the following for any Liouville, i.e. not Diophantine and not rational, frequency $\alpha$ :

THEOREM 1.1. - Let $M$ be an m-dimensional $(m \geqslant 2)$ differentiable manifold with a nontrivial circle action $\mathcal{S}=\left\{S_{t}\right\}_{t \in \mathbb{R}}, S_{t+1}=S_{t}$, preserving a smooth volume $\mu$. If $\alpha \in \mathbb{R}$ is Liouville, then the set of weak mixing diffeomorphisms is generic in the $C^{\infty}$ topology in $\mathcal{A}_{\alpha}(M)$.

On $M=\mathbb{D}^{2}$ or $\mathbb{A}$, the weak mixing diffeomorphisms we will construct in $\mathcal{A}_{\alpha}(M)$ will have $S_{\alpha}$ as their restriction to the boundary. This clarifies the relation between the ergodic properties of the area preserving diffeomorphisms of $\mathbb{D}^{2}$ and their rotation number on the boundary, complementing the striking result of M . Herman stating that if $f$ is a smooth diffeomorphism of the disc with a Diophantine rotation number on the boundary, then there exists a set of positive measure of smooth invariant curves in the neighborhood of the boundary, thus $f$ is not ergodic. By KAM theory, this phenomenon was known to happen for Diophantine $\alpha$ as soon as the map $f$ displays some twist features near the boundary. Herman's tour de force was to get rid of the twist condition in the area preserving context. To be more precise, we introduce the following

Definition 1.2. - Let $M$ denote either $\mathbb{D}^{2}$ or $\mathbb{A}$. Given $\alpha \in \mathbb{R}$, we denote by $\mathcal{B}_{\alpha}(M)$ the set of area preserving $C^{\infty}$-diffeomorphisms of $M$ whose restriction to the boundary (to at least one of the boundary circles in the case of the annulus) has a rotation number $\alpha$.

Theorem 1.3 (Herman). - Let $M$ denote either $\mathbb{D}^{2}$ or $\mathbb{A}$. For a Diophantine $\alpha$, let $F \in$ $\mathcal{B}_{\alpha}(M)$. Then the boundary of $M$ (on which the rotation number is $\alpha$ ) is accumulated by a set of positive measure of invariant curves of $F$.

In the case of the disc and the annulus, as a corollary of Theorems 1.1 and 1.3, we have the following characterization of Diophantine numbers:

Corollary 1.4. - Let $M$ denote either $\mathbb{D}^{2}$ or $\mathbb{A}$. A number $\alpha \in \mathbb{R} \backslash \mathbb{Q}$ is Diophantine if and only if there is no ergodic diffeomorphism $f \in \mathcal{B}_{\alpha}(M)$.
On $M=\mathbb{T}^{2}$ and under a more restrictive condition on $\alpha$, the method of approximation by conjugations can be undertaken in the real analytic topology and with very explicit conjugations. For an arbitrary fixed $\sigma>0$, for any $n \in \mathbb{N}$, we set:

$$
\begin{align*}
\phi_{n}(\theta, r) & =\left(\theta, r+q_{n}^{2} \cos \left(2 \pi q_{n} \theta\right)\right),  \tag{1.1}\\
g_{n}(\theta, r) & =\left(\theta+\left[n q_{n}^{\sigma}\right] r, r\right), \\
h_{n} & =g_{n} \circ \phi_{n}, \quad H_{n}=h_{1} \circ \cdots \circ h_{n}, \\
f_{n} & =H_{n} \circ R_{\alpha_{n+1}} \circ H_{n}^{-1} .
\end{align*}
$$

Here [•] denotes the integer part of the number and $R_{t}$ denotes the action $(\theta, r) \rightarrow(\theta+t, r)$. The convergence of the diffeomorphisms $f_{n}$ is in the sense of a usual metric $d_{\rho}(\cdot, \cdot)$, based on the supremum norm of analytic functions over the complex strip of width $\rho$; see Section 2.2 for the definition. We will prove the following

THEOREM 1.5. - Let $\alpha \in \mathbb{R}$ be such that, for some $\delta>0$, equation

$$
\left|\alpha-p_{n} / q_{n}\right|<\exp \left(-q_{n}^{1+\delta}\right)
$$

has an infinite number of integer solutions $p_{n}, q_{n}$ (where $p_{n}$ and $q_{n}$ are relatively prime for each $n$ ). Take $0<\sigma<\min \{\delta / 3,1\}$. Then, for all $\rho>0$, there exists a sequence $\alpha_{n}=p_{n} / q_{n}$ (which is a subsequence of the solutions of the equation above) such that the corresponding
diffeomorphisms $f_{n}$, constructed in (1.1), converge in the sense of the $d_{\rho}(\cdot, \cdot)$-metric, and $f=\lim _{n \rightarrow \infty} f_{n}$ is weak mixing.

Weak mixing diffeomorphisms, given by this theorem, are uniquely ergodic. This can be shown by the same method as in [9].

Remark 1.6. - The result in Theorem 1.5 is actually weaker than what can be obtained by time change, e.g. the existence on $\mathbb{T}^{2}$ of real analytic weak mixing reparametrizations of $R_{t(1, \alpha)}$ for any irrational $\alpha$ such that $\limsup _{p \in \mathbb{Z}, q \in \mathbb{N}^{*}}-\frac{\ln |\alpha-p / q|}{q} \neq 0[2,6,7,10]$. Indeed, such reparametrizations belong a priori to $\mathcal{A}_{\alpha}\left(\mathbb{T}^{2}\right)$ (cf. [4]). However, we included the constructions on $\mathbb{T}^{2}$ with explicit successive conjugations as in (1.1) because the proof of weak mixing follows almost immediately from the general criteria we established to treat the general smooth case, and also because these constructions might be generalized to other manifolds where the techniques of reparametrizations are not available.

## 2. Preliminaries

### 2.1. General scheme of the constructions

Here we give a general scheme of the construction of the diffeomorphisms as a limit of conjugacies of a given Liouvillean action while Section 3 outlines the particular choices that will yield the weak mixing property for the limit diffeomorphism. Henceforth, $M$ denotes either the torus $\mathbb{T}^{2}$ or the annulus $\mathbb{A}$ and we consider polar coordinates $(\theta, r)$ on $M$ that denotes either the torus $\mathbb{T}^{2}$ or the annulus $\mathbb{A}$. By $\lambda$ and $\mu$ we denote the usual Lebesgue measures on $\mathbb{R}$ and on $\mathbb{R}^{2}$, respectively. The term "measure-preserving" will refer to the measure $\mu$.

For $\alpha \in \mathbb{R}$, we consider the map $S_{\alpha}: M \rightarrow M,(\theta, r) \mapsto(\theta+\alpha, r)$. The diffeomorphisms that we shall construct, are obtained as limits of measure preserving transformations

$$
\begin{equation*}
f=\lim _{n \rightarrow \infty} f_{n}, \quad \text { where } f_{n}=H_{n} \circ S_{\alpha_{n+1}} \circ H_{n}^{-1} \tag{2.1}
\end{equation*}
$$

Here $\alpha_{n}=p_{n} / q_{n}$ is a convergent sequence of rational numbers, such that $\left|\alpha-\alpha_{n}\right| \rightarrow 0$ monotonically; $H_{n}$ is a sequence of measure preserving diffeomorphisms of $M$. In different constructions, the convergence of $f_{n}$ will be meant in the $C^{\infty}$ or real analytic category; the topology in each case is standard, and will be recalled in Sections 2.2 and 2.3.

Each $H_{n}$ is obtained as a composition

$$
\begin{equation*}
H_{n}=h_{1} \circ \cdots \circ h_{n} \tag{2.2}
\end{equation*}
$$

where every $h_{n}$ is a measure preserving diffeomorphism of $M$ satisfying

$$
\begin{equation*}
h_{n} \circ S_{\alpha_{n}}=S_{\alpha_{n}} \circ h_{n} \tag{2.3}
\end{equation*}
$$

At step $n, h_{n}$ must display enough stretching to insure an increasing distribution of the orbits of $H_{n} \circ S_{\alpha_{n+1}} \circ H_{n}^{-1}$. However, this stretching must be appropriately controlled with respect to $\left|\alpha-\alpha_{n}\right|$ to guarantee convergence of the construction.

### 2.1.1. Decomposition of $h_{n}$

In the subsequent constructions, each $h_{n}$ will be obtained as a composition

$$
\begin{equation*}
h_{n}=g_{n} \circ \phi_{n} \tag{2.4}
\end{equation*}
$$

where $\phi_{n}$ is constructed in such a way that $S_{1 / q_{n}} \circ \phi_{n}=\phi_{n} \circ S_{1 / q_{n}}$; the diffeomorphism $g_{n}$ is a twist map of the form
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$$
\begin{equation*}
g_{n}(\theta, r)=\left(\theta+\left[n q_{n}^{\sigma}\right] r, r\right), \tag{2.5}
\end{equation*}
$$

for some $0<\sigma<1$ that will be fixed later. The role of $g_{n}$ is to introduce shear in the "horizontal" direction (the direction of the circle action), while $\phi_{n}$ is responsible for the "vertical" motion, i.e. transversal to the circle action. The choice of the shear factor $n q_{n}^{\sigma}$ will be explained in Section 3.1.

In the real analytic case, $\phi_{n}$ will be given by an explicit formula and convergence will follow from an assumption on the rational approximations of $\alpha$. In the smooth case, $\phi_{n}$ will be constructed in Section 5.2 in such a way that its derivatives satisfy estimates of the type:

$$
\left\|D_{a} \phi_{n}\right\|_{0} \leqslant c(n, a) q_{n}^{|a|}, \quad\left\|D_{a} \phi_{n}^{-1}\right\|_{0} \leqslant c(n, a) q_{n}^{|a|}
$$

where $c(n, a)$ is independent of $q_{n}$ (cf. Sections 2.3 and 5.2.3 about the notations we adopt). This polynomial growth of the norms of $\phi_{n}$ is crucial to insure the convergence of the construction above and is the reason why it can be carried out for an arbitrary Liouville number.

### 2.2. Analytic topology

Let us discuss the topology on the space of real-analytic diffeomorphisms of $\mathbb{T}^{2}$, homotopic to the identity. All of them have a lift of type $F(\theta, r)=\left(\theta+f_{1}(\theta, r), r+f_{2}(\theta, r)\right)$, where $f_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ are real-analytic and $\mathbb{Z}^{2}$-periodic.

For any $\rho>0$, consider the set of real analytic $\mathbb{Z}^{2}$-periodic functions on $\mathbb{R}^{2}$, that can be extended to holomorphic functions on $A^{\rho}=\{|\operatorname{Im} \theta|,|\operatorname{Im} r|<\rho\}$. For a function $f$ in this set, let $\|f\|_{\rho}=\sup _{A^{\rho}}|f(\theta, r)|$. We define $C_{\rho}^{\omega}\left(\mathbb{T}^{2}\right)$ as a subset of the above set, defined by the condition: $\|f\|_{\rho}<\infty$.

Consider the space Diff ${ }_{\rho}^{\omega}$ of those diffeomorphisms, for whose lift it holds: $f_{i} \in C_{\rho}^{\omega}\left(\mathbb{T}^{2}\right)$, $i=1,2$. For any two diffeomorphisms $F$ and $G$ in this space we can define the distance

$$
d_{\rho}(F, G)=\max _{i=1,2}\left\{\inf _{p \in \mathbb{Z}}\left\|f_{i}-g_{i}+p\right\|_{\rho}\right\} .
$$

For a diffeomorphism $T$ with a lift $T(\theta, r)=\left(T_{1}(\theta, r), T_{2}(\theta, r)\right)$ denote

$$
\|D T\|_{\rho}=\max \left\{\left\|\frac{\partial T_{1}}{\partial \theta}\right\|_{\rho},\left\|\frac{\partial T_{1}}{\partial r}\right\|_{\rho},\left\|\frac{\partial T_{2}}{\partial \theta}\right\|_{\rho},\left\|\frac{\partial T_{2}}{\partial r}\right\|_{\rho}\right\} .
$$

## 2.3. $C^{\infty}$-topology

Here we discuss the (standard) topology on the space of smooth diffeomorphisms of $M=\mathbb{T}^{2}$, which we shall use later. The annulus is endowed with the topology in the similar way.

We are interested in convergence in the space of smooth diffeomorphisms of $M$, homotopic to the identity, and hence having lift of type $\widetilde{F}(\theta, r)=\left(\theta+f_{1}(\theta, r), r+f_{2}(\theta, r)\right)$, where $f_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ are $\mathbb{Z}^{2}$-periodic. For a continuous function $f:(0,1) \times(0,1) \rightarrow \mathbb{R}$, denote

$$
\|f\|_{0}:=\sup _{z \in(0,1) \times(0,1)}|f(z)| .
$$

For conciseness we introduce the following notation for partial derivatives of a function: for $a=\left(a_{1}, a_{2}\right) \in \mathbb{N}^{2}$ we denote $|a|:=a_{1}+a_{2}$ and

$$
D_{a}:=\frac{\partial^{a}}{\partial r^{a_{1}} \partial \theta^{a_{2}}} .
$$

For $F, G$ in the space $\operatorname{Diff}^{k}\left(\mathbb{T}^{2}\right)$ of $k$-smooth diffeomorphisms of the torus, let $\widetilde{F}$ and $\widetilde{G}$ be their lifts. For mappings $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ denote by $F_{i}$ the $i$ th coordinate function. Define the distances between two diffeomorphisms $F$ and $G$ as

$$
\begin{aligned}
& \tilde{d}_{0}(F, G)=\max _{i=1,2}\left\{\inf _{p \in \mathbb{Z}}\left\|(\widetilde{F}-\widetilde{G})_{i}+p\right\|_{0}\right\}, \\
& \tilde{d}_{k}(F, G)=\max \left\{\tilde{d}_{0}(F, G),\left\|D_{a}\left(\widetilde{F}_{i}-\widetilde{G}_{i}\right)\right\|_{0}|i=1,2,1 \leqslant|a| \leqslant k\} .\right.
\end{aligned}
$$

We shall use the metric, measuring the distance both between diffeomorphisms and their inverses:

$$
d_{k}(F, G)=\max \left\{\tilde{d}_{k}(F, G), \tilde{d}_{k}\left(F^{-1}, G^{-1}\right)\right\} .
$$

For $M=\mathbb{D}^{2}$, the $\operatorname{Diff}^{k}(M)$ topologies are defined in the natural way with the help of the supremum norm of continuous functions over the disc.

For the smooth topology on $M$, a sequence of $\operatorname{Diff}^{\infty}(M)$ diffeomorphisms is said to be convergent in Diff ${ }^{\infty}(M)$, if it converges in $\operatorname{Diff}^{k}(M)$ for all $k$. The space Diff ${ }^{\infty}(M)$, endowed with the metric

$$
d_{\infty}(F, G)=\sum_{k=1}^{\infty} \frac{d_{k}(F, G)}{2^{k}\left(1+d_{k}(F, G)\right)}
$$

is a compact metric space, hence for any of its closed subspaces, Baire theorem holds.

### 2.4. Reduction to the case of the annulus

Let $(M, \mathcal{S}, \mu)$ denote a system of an $m$-dimensional smooth manifold with an effective circle action preserving a smooth volume $\mu$. We denote the action by $\mathcal{S}=\left\{S_{t}\right\}_{t \in \mathbb{R}}, S_{t+1}=S_{t}$ and assume it is effective, i.e. that no $t \notin \mathbb{Z}$ acts as the identity.

We denote by $F$ the set of fixed points of the action $\mathcal{S}$. For $q \geqslant 1$ we denote by $F_{q}$ the set of fixed points of the map $S_{1 / q}$. And by $\partial M$ we denote the boundary of $M$. Finally we let $B:=\partial M \cup F \bigcup_{q \geqslant 1} F_{q}$.

Let $\lambda$ be the product of Lebesgue measures on $\mathbb{S}^{1} \times \mathbb{D}^{m-1}$. Denote by $\mathcal{R}$ the standard "horizontal" action of $\mathbb{S}^{1}$ on $\mathbb{S}^{1} \times \mathbb{D}^{m-1}$. We quote the following proposition of [4] that is similar to corresponding statements in $[1,11]$.

Proposition 2.1 [4, Proposition 5.2]. - Let $M$ be an m-dimensional differentiable manifold with a nontrivial (and effective) circle action $\mathcal{S}=\left\{S_{t}\right\}_{t \in \mathbb{R}}, S_{t+1}=S_{t}$ preserving a smooth volume $\mu$. Let $B:=\partial M \cup F \cup\left(\bigcup_{q} F_{q}\right)$. There exists a continuous surjective map $G: \mathbb{S}^{1} \times$ $\mathbb{D}^{m-1} \rightarrow M$ with the following properties:
(1) The restriction of $G$ to the interior $\mathbb{S}^{1} \times \mathbb{D}^{m-1}$ is a $C^{\infty}$ diffeomorphic embedding;
(2) $\mu\left(G\left(\partial\left(\mathbb{S}^{1} \times \mathbb{D}^{m-1}\right)\right)\right)=0$;
(3) $G\left(\partial\left(\mathbb{S}^{1} \times \mathbb{D}^{m-1}\right)\right) \supset B$;
(4) $G_{*}(\lambda)=\mu$;
(5) $\mathcal{S} \circ G=G \circ \mathcal{R}$.

We show now how this proposition allows to carry a construction as in the preceding section from $\left(\mathbb{S}^{1} \times \mathbb{D}^{m-1}, \mathcal{R}, \lambda\right)$ to the general case $(M, \mathcal{S}, \mu)$.

Suppose $f: \mathbb{S}^{1} \times \mathbb{D}^{m-1} \rightarrow \mathbb{S}^{1} \times \mathbb{D}^{m-1}$ is a weak mixing diffeomorphism given, as above, by $f=\lim f_{n}, f_{n}=H_{n} \circ R_{\alpha} \circ H_{n}^{-1}$ where, moreover, the maps $H_{n}$ are equal to identity in a neighborhood of the boundary, the size of which can be chosen to decay arbitrarily slowly. Then if we define the diffeomorphisms $\widetilde{H}_{n}: M \rightarrow M$

$$
\begin{array}{ll}
\widetilde{H}_{n}(x)=G \circ H_{n} \circ G^{-1}(x) & \text { for } x \in G\left(\mathbb{S}^{1} \times \mathbb{D}^{m-1}\right), \quad \text { and } \\
\widetilde{H}_{n}(x)=x & \text { for } x \in G\left(\mathbb{S}^{1} \times \partial\left(\mathbb{D}^{m-1}\right)\right),
\end{array}
$$

we will have that $\widetilde{H}_{n} \circ S_{\alpha} \circ \widetilde{H}_{n}^{-1}$ is convergent in the $C^{\infty}$ topology to the weak mixing diffeomorphism $\tilde{f}: M \rightarrow M$ defined by

$$
\begin{array}{ll}
g(x)=G\left(f\left(G^{-1}(x)\right)\right) & \text { for } x \in G\left(\mathbb{S}^{1} \times \mathbb{D}^{m-1}\right), \quad \text { and } \\
g(x)=S_{\alpha}(x) & \text { for } x \in G\left(\mathbb{S}^{1} \times \partial\left(\mathbb{D}^{m-1}\right)\right)
\end{array}
$$

In the sequel, to alleviate the notations, we will assume that $m=2$ and will do the constructions on the annulus $\mathbb{A}=\mathbb{S}^{1} \times[0,1]$ or on the two torus $\mathbb{T}^{2}$.

## 3. Criterion for weak mixing

The goal of this section is to give a simple geometrical criterion involving only the diffeomorphisms $\phi_{n} \circ R_{\alpha_{n+1}} \circ \phi_{n}^{-1}$ and insuring the weak mixing property for the diffeomorphism $f$ given by (2.1)-(2.5) in case of convergence. The criterion will be stated in Proposition 3.9 of Section 3.6.

The following characterization of weak mixing will be used (see, for example, [10]): $f$ is weak mixing if there exists a sequence $m_{n} \in \mathbb{N}$ such that for any Borel sets $A$ and $B$ we have:

$$
\begin{equation*}
\left|\mu\left(B \cap f^{-m_{n}}(A)\right)-\mu(B) \mu(A)\right| \rightarrow 0 \tag{3.1}
\end{equation*}
$$

3.1. We will now give an overview of the criterion assuming that $M$ is the annulus $\mathbb{T} \times[0,1]$ and denoting by horizontal intervals the sets $I=\left[\theta_{1}, \theta_{2}\right] \times\{r\}$. We say that a sequence $\nu_{n}$, consisting for each $n$ of a collection of disjoint sets on $M$ (for example horizontal intervals), converges to the decomposition into points if any measurable set $B$ can be approximated as $n \rightarrow \infty$ by a union of atoms in $\nu_{n}$ (cf. Section 3.2). We denote this by $\nu_{n} \underset{n \rightarrow \infty}{\longrightarrow} \varepsilon$.

The first reduction is given by a Fubini Lemma 3.3. Here we decompose $B$ at each step $n$ into a union of small codimension one sets for which a precise version of (3.1) is assumed to hold, see (3.2). For each $n$ these sets are images by a smooth map $F_{n}$ of a collection $\eta_{n}$ of horizontal intervals such that $F_{n}\left(\eta_{n}\right) \rightarrow \varepsilon$. Lemma 3.3 shows that (3.2) guarantees weak mixing.

The second step is Lemma 3.4 asserting that under an additional condition of proximity (3.3) between $f_{n}^{m_{n}}$ and $f^{m_{n}}$, it is enough to check (3.2) for $f_{n}$.

Now, we take $F_{n}$ in the Fubini Lemma equal to $H_{n-1} \circ g_{n}$. Since $H_{n-1}$ in the construction only depends on $q_{n-1}, q_{n}$ can be chosen so that $\left\|D H_{n-1}\right\|_{0}<\ln q_{n}$. With our choice of $g_{n}$ ( $\sigma<1$ in (2.5)) this implies that $H_{n-1} \circ g_{n}\left(\eta_{n}\right) \rightarrow \varepsilon$ if $\eta_{n} \rightarrow \varepsilon$ is a partial partition with horizontal intervals of length less than $1 / q_{n}$ (cf. Lemma 3.5). With the above observations, we are reduced to finding a collection $\eta_{n}$ and a sequence $m_{n}$ with the property that $H_{n-1} \circ g_{n} \circ \phi_{n} \circ$ $R_{\alpha_{n+1}}^{m_{n}} \circ \phi_{n}^{-1}(I)$ is almost uniformly distributed in $M$ for $I \in \eta_{n}$.

The geometrical ingredient of the criterion appears in Section 3.5 and merely states that if a set (in particular $\phi_{n} \circ R_{\alpha_{n+1}}^{m_{n}} \circ \phi_{n}^{-1}(I)$ ) is almost a vertical line going from one boundary of the annulus to the other, then the image of this set by $g_{n}$ defined in (2.5) is almost uniformly distributed in $M$. "Almost vertical" is made precise and quantified in Definition 3.6. Actually, the choice of $g_{n}\left(\sigma>0\right.$ in 2.5) gives in addition that $H_{n-1} \circ g_{n}$ of an almost vertical segment will be almost uniformly distributed in $M$, since we impose that $\left\|D H_{n-1}\right\|_{0}<\ln q_{n}$.

In conclusion, the criterion for weak mixing (Proposition 3.9) roughly states as follows: Let $f$ be given by (2.1)-(2.5). If for some sequence $m_{n}$ satisfying the proximity condition (3.3) between $f_{n}^{m_{n}}$ and $f^{m_{n}}$, there exists a sequence $\eta_{n} \rightarrow \varepsilon$ consisting of horizontal intervals of
length less than $1 / q_{n}$ such that the image of $I \in \eta_{n}$ by $\phi_{n} \circ R_{\alpha_{n+1}} \circ \phi_{n}^{-1}$ is increasingly almost vertical as $n \rightarrow \infty$ then the limit diffeomorphism $f$ is weak mixing.

### 3.2. A Fubini Lemma

DEfinition 3.1. - A collection of disjoint sets on $M$ will be called partial decomposition of $M$. We say that a sequence of partial decompositions $\nu_{n}$ converges to the decomposition into points (notation: $\nu_{n} \rightarrow \varepsilon$ ) if, given a measurable set $A$, for any $n$ there exists a measurable set $A_{n}$, which is a union of elements of $\nu_{n}$, such that $\lim _{n \rightarrow \infty} \mu\left(A \triangle A_{n}\right)=0$ (here $\triangle$ denotes the symmetric difference).

In this section we work with $M=\mathbb{T}^{2}$ or $M=\mathbb{A}$. For these manifolds we formulate the following definition.

DEfinition 3.2. - Let $\hat{\eta}$ be a partial decomposition of $\mathbb{T}$ into intervals, and consider on $M$ the decomposition $\eta$ consisting of intervals in $\hat{\eta}$ times some $r \in[0,1]$. Decompositions of the above type will be called standard partial decompositions. We shall say that $\nu$ is the image under a diffeomorphism $F: M \rightarrow M$ of a standard decomposition $\eta$ (notation: $\nu=F(\eta)$ ), if

$$
\nu=\{\Gamma=F(I) \mid I \in \eta\}
$$

Here we formulate a standard criterion for weak mixing. The proof is based on the application of Fubini Lemma.

Lemma 3.3 (Fubini Lemma). - Let $f$ be a measure $\mu$ preserving diffeomorphism of $M$. Suppose that there exists an increasing sequence $m_{n}$ of natural numbers, and a sequence of partial decompositions $\nu_{n} \rightarrow \varepsilon$ of $M$, where, for each $n$, $\nu_{n}$ is the image under a measurepreserving diffeomorphism $F_{n}: M \rightarrow M$ of a standard partial decomposition, with the following property: for any fixed square $A \subset M$ and any $\varepsilon>0$, for any $n$ large enough we have: for any atom $\Gamma_{n} \in \nu_{n}$

$$
\begin{equation*}
\left|\lambda_{n}\left(\Gamma_{n} \cap f^{-m_{n}}(A)\right)-\lambda_{n}\left(\Gamma_{n}\right) \mu(A)\right| \leqslant \varepsilon \lambda_{n}\left(\Gamma_{n}\right) \mu(A) \tag{3.2}
\end{equation*}
$$

where $\lambda_{n}=F_{n}^{*}(\lambda)$.
Then the diffeomorphism $f$ is weak mixing.
Proof. - To prove that $f$ is weak mixing, it is enough to show that for any square $A$ and a Borel set $B$

$$
\left|\mu\left(B \cap f^{-m_{n}}(A)\right)-\mu(B) \mu(A)\right| \rightarrow 0
$$

when $n \rightarrow \infty$. In the case of the annulus, it is even enough to show this for any square $A$ that is strictly contained in the interior of $\mathbb{A}$. By assumption, for any $n$ we have: $\lambda_{n}\left(\Gamma_{n}\right)=$ $\lambda_{n}\left(F_{n}\left(I_{n}\right)\right)=\lambda\left(I_{n}\right)$. Then

$$
\lambda_{n}\left(\Gamma_{n} \cap f^{-m_{n}}(A)\right)=\lambda_{n}\left(F_{n}\left(I_{n} \cap F_{n}^{-1} \circ f^{-m_{n}}(A)\right)\right)=\lambda\left(I_{n} \cap F_{n}^{-1} \circ f^{-m_{n}}(A)\right) .
$$

By (3.2), this implies:

$$
\left|\lambda\left(I_{n} \cap F_{n}^{-1} \circ f^{-m_{n}}(A)\right)-\lambda\left(I_{n}\right) \mu(A)\right| \leqslant \varepsilon \lambda\left(I_{n}\right) \mu(A) .
$$

Take any Borel set $B \subset \mathbb{T}^{2}$. Since $\nu_{n} \rightarrow \varepsilon$, for any $\varepsilon$, for fixed $A$ and $B$, there exist $n$ and a measurable set $\widehat{B}=\bigcup_{i \in \sigma} \Gamma_{n}^{i}\left(\Gamma_{n}^{i}\right.$ are elements of $\nu_{n}$, and $\sigma$ is an appropriate index set) such that

$$
|\mu(\widehat{B} \triangle B)|<\varepsilon \mu(B) \mu(A)
$$

Consider $\widetilde{B}=F_{n}^{-1}(\widehat{B})$ (it is also measurable since $F_{n}$ is continuous). Then

$$
\widetilde{B}=\bigcup_{i \in \sigma} F_{n}^{-1}\left(\Gamma_{n}^{i}\right)=\bigcup_{i \in \sigma} I_{n}^{i}:=\bigcup_{0 \leqslant y \leqslant 1} \bigcup_{i \in \sigma(y)} I_{n}^{i}(y) \times\{y\}
$$

We estimate:

$$
\begin{aligned}
& \left|\mu\left(B \cap f^{-m_{n}}(A)\right)-\mu(B) \mu(A)\right| \\
& \quad=\left|\mu\left(F_{n}^{-1}(B) \cap F_{n}^{-1} \circ f^{-m_{n}}(A)\right)-\mu(B) \mu(A)\right| \\
& \quad \leqslant\left|\mu\left(\widetilde{B} \cap F_{n}^{-1} \circ f^{-m_{n}}(A)\right)-\mu(\widetilde{B}) \mu(A)\right|+2 \varepsilon \mu(B) \mu(A) \\
& \quad=\int_{0}^{1} \sum_{i \in \sigma(y)}\left|\lambda\left(I_{n}^{i}(y) \times\{y\} \cap F_{n}^{-1} \circ f_{n}^{-m_{n}}(A)\right)-\lambda\left(I_{n}^{i}\right) \mu(A)\right| \mathrm{d} y+2 \varepsilon \mu(B) \mu(A) \\
& \quad \leqslant 3 \varepsilon \mu(B) \mu(A) .
\end{aligned}
$$

### 3.3. Reduction from $f$ to $f_{n}$

LEMMA 3.4 (Reduction to $f_{n}$ ). - If $f$ is the limit diffeomorphism from (2.1), and the sequence $m_{n}$ in the latter lemma satisfies

$$
\begin{equation*}
d_{0}\left(f^{m_{n}}, f_{n}^{m_{n}}\right)<\frac{1}{2^{n}} \tag{3.3}
\end{equation*}
$$

then we can replace the diffeomorphism $f$ in the criterion (3.2) by $f_{n}$ :

$$
\begin{equation*}
\left|\lambda_{n}\left(\Gamma_{n} \cap f_{n}^{-m_{n}}(A)\right)-\lambda_{n}\left(\Gamma_{n}\right) \mu(A)\right| \leqslant \varepsilon \lambda_{n}\left(\Gamma_{n}\right) \mu(A), \tag{3.4}
\end{equation*}
$$

and the result of Lemma 3.3 still holds.
Proof. - Let us show that the assumptions of this lemma imply (3.2). Fix an arbitrary square $A \subset M$ and $\varepsilon>0$.
Consider two squares, $A_{1}$ and $A_{2}$, such that

$$
A_{1} \subset A \subset A_{2}, \quad \mu\left(A \triangle A_{i}\right) \leqslant \frac{\varepsilon}{3} \mu(A)
$$

Moreover, if $n$ is sufficiently large, we can guarantee that

$$
\operatorname{dist}\left(\partial A, \partial A_{i}\right)>\frac{1}{2^{n}}
$$

(where $\operatorname{dist}(A, B)=\inf _{x \in A, y \in B}|x-y|$, and $\partial A$ denotes the boundary of $A$ ), and

$$
\left|\lambda_{n}\left(\Gamma_{n} \cap f_{n}^{-m_{n}}\left(A_{i}\right)\right)-\lambda_{n}\left(\Gamma_{n}\right) \mu\left(A_{i}\right)\right| \leqslant \frac{\varepsilon}{3} \lambda_{n}\left(\Gamma_{n}\right) \mu\left(A_{i}\right)
$$

By (3.3), for any $x$ the following holds: $f_{n}^{m_{n}}(x) \in A_{1}$ implies $f^{m_{n}}(x) \in A$, and $f^{m_{n}}(x) \in A$ implies $f_{n}^{m_{n}}(x) \in A_{2}$. Therefore,

$$
\lambda_{n}\left(\Gamma_{n} \cap f_{n}^{-m_{n}}\left(A_{1}\right)\right) \leqslant \lambda_{n}\left(\Gamma_{n} \cap f^{-m_{n}}(A)\right) \leqslant \lambda_{n}\left(\Gamma_{n} \cap f_{n}^{-m_{n}}\left(A_{2}\right)\right)
$$

which gives the estimate:

$$
\left(1-\frac{\varepsilon}{3}\right) \lambda_{n}\left(\Gamma_{n}\right) \mu\left(A_{1}\right) \leqslant \lambda_{n}\left(\Gamma_{n} \cap f^{-m_{n}}(A)\right) \leqslant\left(1+\frac{\varepsilon}{3}\right) \lambda_{n}\left(\Gamma_{n}\right) \mu\left(A_{2}\right)
$$

implying (3.2).
3.4. Reduction from $f_{n}$ to $h_{n} \circ R_{\alpha_{n+1}} \circ h_{n}^{-1}$

The following is a technical lemma that will allow us to focus in the sequel only on the action of $h_{n} \circ R_{\alpha_{n+1}}^{m_{n}} \circ h_{n}^{-1}$ (more specifically on $g_{n} \circ \phi_{n} \circ R_{\alpha_{n+1}}^{m_{n}} \circ \phi_{n}^{-1}$ ) in order to get (3.4):

LEMMA 3.5. - Let $\eta_{n}$ be a sequence of standard partial decompositions of $M$ into horizontal intervals of length less or equal to $1 / q_{n}$, let $g_{n}$ be defined by (2.5) with some $0<\sigma<1$, and let $H_{n}$ be a sequence of area-preserving diffeomorphisms of $M$ such that for all $n$

$$
\begin{equation*}
\left\|D H_{n-1}\right\|_{0}<\ln q_{n} \tag{3.5}
\end{equation*}
$$

Consider partitions $\nu_{n}=\left\{\Gamma_{n}=H_{n-1} g_{n}\left(I_{n}\right) \mid I_{n} \in \eta_{n}\right\}$.
Then $\eta_{n} \rightarrow \varepsilon$ implies $\nu_{n} \rightarrow \varepsilon$.
Proof. - Let $\sigma<\sigma^{\prime}<1$, and consider a partition of the annulus into squares $S_{n, i}$ of side length between $q_{n}^{-\sigma^{\prime}}$ and $2 q_{n}^{-\sigma^{\prime}}$. Since $\eta_{n} \rightarrow \varepsilon$, we have for $\varepsilon>0$ arbitrarily small, if $n$ is large enough, $\mu\left(\bigcup_{I \in \eta_{n}} I\right) \geqslant 1-\varepsilon$, so that for a collection of atoms $S$ with total measure greater than $1-\sqrt{\varepsilon}$ we have $\mu\left(\bigcup_{I \in \eta_{n}} I \cap S\right) \geqslant(1-\sqrt{\varepsilon}) \mu(S)$. Since $\sigma^{\prime}<1$ and any $I \in \eta_{n}$ has length at most $1 / q_{n}$, we have for the same atoms $S$ as above $\mu\left(\bigcup_{I \in \eta_{n}, I \subset S}\right) \geqslant(1-2 \sqrt{\varepsilon}) \mu(S)$ if $n$ is sufficiently large.

Consider now the sets $C_{n, i}=H_{n-1} g_{n}\left(S_{n, i}\right)$. In the same way as the squares $S_{n, i}$, a large proportion of these sets can be well approximated by unions of elements of $\nu_{n}$. But by (3.5), we have:

$$
\operatorname{diam}\left(C_{n, i}\right) \leqslant\left\|D H_{n-1}\right\|_{0}\left\|D g_{n}\right\|_{0} \operatorname{diam}\left(S_{n, i}\right)
$$

which goes to 0 as $n \rightarrow \infty$. Therefore, any Borel set $B$ can be approximated by a union of such sets $C_{n, i}$ with any ahead given accuracy, if $n$ is sufficiently large, hence $B$ gets well approximated by unions of elements of $\nu_{n}$.

### 3.5. Horizontal stretch under $g_{n}$

We shall call by horizontal interval any line segment of the form $I \times\{r\}$, where $I$ is an interval on the $\theta$-axis. Vertical intervals have the form $\{\theta\} \times J$ where $J$ is an interval on the $r$-axis. Let $\pi_{r}$ and $\pi_{\theta}$ denote the projection operators onto $r$ and $\theta$ coordinate axes, respectively.

The following definition formalizes the notion of "almost uniform distribution" of a horizontal interval in the vertical direction.

DEfinition $3.6((\gamma, \delta, \varepsilon)$-distribution $)$. - We say that a diffeomorphism $\Phi: M \rightarrow M(\gamma, \delta, \varepsilon)$ distributes a horizontal interval $I$ (or $\Phi(I)$ is $(\gamma, \delta, \varepsilon)$-distributed), if

- $\pi_{r}(\Phi(I))$ is an interval $J$ with $1-\delta \leqslant \lambda(J) \leqslant 1$;
- $\Phi(I)$ is contained in a "vertical strip" of type $[c, c+\gamma] \times J$ for some $c$;
- for any interval $\widetilde{J} \subset J$ we have:

$$
\begin{equation*}
\left|\frac{\lambda\left(I \cap \Phi^{-1}(\mathbb{T} \times \widetilde{J})\right)}{\lambda(I)}-\frac{\lambda(\widetilde{J})}{\lambda(J)}\right| \leqslant \varepsilon \frac{\lambda(\widetilde{J})}{\lambda(J)} \tag{3.6}
\end{equation*}
$$

We shall more often write the latter relation in the form

$$
\left|\lambda\left(I \cap \Phi^{-1}(\mathbb{T} \times \widetilde{J})\right) \lambda(J)-\lambda(I) \lambda(\widetilde{J})\right| \leqslant \varepsilon \lambda(I) \lambda(\widetilde{J}) .
$$

LEMMA 3.7. - Let $g_{n}$ be a diffeomorphism of the form (2.5) with some fixed $0<\sigma<1$. Suppose that a diffeomorphism $\Phi: M \rightarrow M(\gamma, \delta, \varepsilon)$-distributes a horizontal interval $I$ with $\gamma=1 /\left(n q_{n}^{\sigma}\right), \delta=1 / n, \varepsilon=1 / n$. Denote $\pi_{r}(\Phi(I))$ by $J$.

Then for any square $S$ of side length $q_{n}^{-\sigma}$, lying in $\mathbb{T} \times J$ it holds:

$$
\begin{equation*}
\left|\lambda\left(I \cap \Phi^{-1} \circ g_{n}^{-1}(S)\right) \lambda(J)-\lambda(I) \mu(S)\right| \leqslant 8 / n \lambda(I) \mu(S) \tag{3.7}
\end{equation*}
$$

Lemma 3.7 asserts that, if a diffeomorphism $\Phi$ "almost uniformly" distributes $I$ in the vertical direction, then the composition of $\Phi$ and the affine map $g_{n}$ "almost uniformly" distributes $I$ on the whole of $M$.

To prove Lemma 3.7, we shall need the following preliminary statement: it says that $g_{n}$ "almost uniformly" distributes on $M$ any sufficiently thin vertical strip.

Lemma 3.8. - Suppose that $g: M \rightarrow M$ has a lift

$$
g(\theta, r)=(\theta+b r, r) \quad \text { for some } b \in \mathbb{Z},|b| \geqslant 2
$$

For an interval $K$ on the $r$-axes, $\lambda(K) \leqslant 1$, denote by $K_{c, \gamma}$ a strip

$$
K_{c, \gamma}:=[c, c+\gamma] \times K .
$$

Let $L=\left[l_{1}, l_{2}\right]$ be an interval on the $\theta$-axes. If $b \lambda(K)>2$, then for

$$
Q:=\pi_{r}\left(K_{c, \gamma} \cap g^{-1}(L \times K)\right),
$$

it holds:

$$
|\lambda(Q)-\lambda(K) \lambda(L)| \leqslant \gamma \lambda(K)+\frac{2 \lambda(L)}{b}+\frac{2 \gamma}{b} .
$$

Proof. - By definition, $Q=\left\{r \in K \mid \exists \theta \in[c, c+\gamma]: \theta+b r \in\left[l_{1}, l_{2}\right]\right\}$. Then

$$
Q=\left\{r \in K \mid b r \in\left[l_{1}-\gamma, l_{2}\right]-c\right\} .
$$

To estimate $\lambda(Q)$, note that the interval $b K$ (seen as an interval on the real line) intersects not more than $b \lambda(K)+2$ intervals of type $[i, i+1], i \in \mathbb{Z}$, on the line, and not less than $b \lambda(K)-2$ such intervals. Hence,

$$
\lambda(Q) \leqslant(b \lambda(K)+2) \frac{\left(l_{2}-l_{1}\right)+\gamma}{b}=\lambda(K) \lambda(L)+\gamma \lambda(K)+\frac{2 \lambda(L)}{b}+\frac{2 \gamma}{b} .
$$

The lower bound is obtained in the same way.
Proof of Lemma 3.7. - Let $S$ be a square in $\mathbb{T} \times J$ of size $q_{n}^{-\sigma} \times q_{n}^{-\sigma}$. Denote $\pi_{\theta}(S)$ by $S_{\theta}$, $\pi_{r}(S)$ by $S_{r}$. In these notations, $\lambda\left(S_{r}\right)=\lambda\left(S_{\theta}\right)=q_{n}^{-\sigma}$, and $\lambda\left(S_{\theta}\right) \lambda\left(S_{r}\right)=\mu(S)=q_{n}^{-2 \sigma}$.
Let us study what part of $\Phi(I)$ is sent by $g_{n}$ into $S$. Since $\Phi(I)$ is contained in a strip $[c, c+\gamma] \times J$ for some $c$, by assumption, and $g_{n}$ preserves horizontals, this part lies in $K_{c, \gamma}:=[c, c+\gamma] \times S_{r}$. Denoting $S_{\theta}$ by $\left[s_{1}, s_{2}\right]$, define a "smaller" rectangle $S_{1} \subset S: S_{1}=$
[ $\left.s_{1}+\gamma, s_{2}-\gamma\right] \times S_{r}$ (in our assumptions, $2 \gamma$ is much less than $\lambda\left(S_{\theta}\right)$, so this rectangle is nonempty). Consider two sets:

$$
Q:=\pi_{r}\left(K_{c, \gamma} \cap g_{n}^{-1}(S)\right), \quad Q_{1}:=\pi_{r}\left(K_{c, \gamma} \cap g_{n}^{-1}\left(S_{1}\right)\right)
$$

Then we have:

$$
\begin{equation*}
\Phi(I) \cap\left(\mathbb{T} \times Q_{1}\right) \subset \Phi(I) \cap g_{n}^{-1}(S) \subset \Phi(I) \cap(\mathbb{T} \times Q) \tag{3.8}
\end{equation*}
$$

The second inclusion is evident, the first one comes from the fact that $g_{n}$ preserves lengths of horizontal intervals.

Lemma 3.8 permits us to estimate $\lambda(Q)$ and $\lambda\left(Q_{1}\right)$. Indeed, to estimate the former one, apply Lemma 3.8 with $b=\left[n q_{n}^{\sigma}\right], \gamma=\left(n q_{n}^{\sigma}\right)^{-1}, K=S_{r}$, and $L=S_{\theta}$. We get:

$$
|\lambda(Q)-\mu(S)| \leqslant \frac{\lambda\left(S_{r}\right)}{n q_{n}^{\sigma}}+\frac{2 \lambda\left(S_{\theta}\right)}{\left[n q_{n}^{\sigma}\right]}+\frac{2}{n q_{n}^{\sigma}\left[n q_{n}^{\sigma}\right]} \leqslant \frac{4}{n} \mu(S)
$$

In the same way, applying Lemma 3.8 with the same $b, \gamma, K$ as above and $L=\pi_{\theta} S_{1}=$ $\left[s_{1}+\gamma, s_{2}-\gamma\right]$, we get the same estimate (for large $n$ ):

$$
\left|\lambda\left(Q_{1}\right)-\mu\left(S_{1}\right)\right| \leqslant \frac{4}{n} \mu(S)
$$

In particular, this implies $\lambda(Q) \leqslant 2 \mu(S)$, and $\lambda\left(Q_{1}\right) \leqslant 2 \mu(S)$.
Both $Q$ and $Q_{1}$ are finite unions of disjoint intervals. Then, using (3.6) with $\varepsilon=\frac{1}{n}$ (which was the assumption of the present lemma), we have:

$$
\left|\lambda\left(I \cap \Phi^{-1}(\mathbb{T} \times Q)\right) \lambda(J)-\lambda(I) \lambda(Q)\right| \leqslant \frac{1}{n} \lambda(I) \lambda(Q) \leqslant \frac{2}{n} \lambda(I) \mu(S)
$$

and the same estimate holds for $Q_{1}$ instead of $Q$. The last preliminary estimates are:

$$
\begin{aligned}
& \mid \lambda\left(I \cap \Phi^{-1}(\mathbb{T} \times Q)\right) \lambda(J)-\lambda(I) \mu(S) \mid \\
& \leqslant\left|\lambda\left(I \cap \Phi^{-1}(\mathbb{T} \times Q)\right) \lambda(J)-\lambda(I) \lambda(Q)\right|+\lambda(I)|\lambda(Q)-\mu(S)| \\
& \quad \leqslant \frac{2}{n} \lambda(I) \mu(S)+\frac{4}{n} \lambda(I) \mu(S)=\frac{6}{n} \lambda(I) \mu(S)
\end{aligned}
$$

and, in the same way (noting that $\mu(S)-\mu\left(S_{1}\right)=\frac{2}{n} \mu(S)$ ), one estimates

$$
\left|\lambda\left(I \cap \Phi^{-1}\left(\mathbb{T} \times Q_{1}\right)\right) \lambda(J)-\lambda(I) \mu(S)\right| \leqslant \frac{8}{n} \lambda(I) \mu(S)
$$

Now relation (3.8), together with the preliminary estimates above, gives the desired conclusion:

$$
\begin{aligned}
& \left|\lambda\left(I \cap \Phi^{-1} \circ g_{n}^{-1}(S)\right) \lambda(J)-\lambda(I) \mu(S)\right| \\
& \leqslant \max \left\{\left|\lambda\left(I \cap \Phi^{-1}(\mathbb{T} \times Q)\right) \lambda(J)-\lambda(I) \mu(S)\right|,\right. \\
& \left.\quad\left|\lambda\left(I \cap \Phi^{-1}\left(\mathbb{T} \times Q_{1}\right)\right) \lambda(J)-\lambda(I) \mu(S)\right|\right\} \leqslant \frac{8}{n} \lambda(I) \mu(S) .
\end{aligned}
$$

### 3.6. Criterion for weak mixing

We can now state the following
Proposition 3.9 (Criterion for weak mixing). - Assume that $f_{n}=H_{n} \circ R_{\alpha_{n+1}} \circ H_{n}^{-1}$ is a sequence of diffeomorphisms constructed following (2.2), (2.3), (2.4) and (2.5) with some $0<\sigma<1 / 2$, and that for all $n$ (3.5) holds.

Suppose that the limit $\lim _{n \rightarrow \infty} f_{n}=f$ exists. If there exist a sequence $m_{n}$ satisfying (3.3) and a sequence of standard partial decompositions $\eta_{n}$ of $M$ into horizontal intervals of length less than $1 / q_{n}$ such that
(1) $\eta_{n} \rightarrow \varepsilon$,
(2) for any interval $I_{n} \in \eta_{n}$, the diffeomorphism

$$
\Phi_{n}:=\phi_{n} \circ R_{\alpha_{n+1}}^{m_{n}} \circ \phi_{n}^{-1}
$$

$\left(\frac{1}{n q_{n}^{\sigma}}, \frac{1}{n}, \frac{1}{n}\right)$-distributes the interval $I_{n}$,
then the limit diffeomorphism $f$ is weak mixing.
Proof. - We use Lemma 3.4 to prove weak mixing. Consider partitions $\nu_{n}=\left\{\Gamma_{n}=H_{n-1} \circ\right.$ $\left.g_{n}\left(I_{n}\right) \mid I_{n} \in \eta_{n}\right\}$, and let $\lambda_{n}=\left(H_{n-1} \circ g_{n}\right)^{*} \lambda$. By Lemma 3.5, $\nu_{n}$ converges to the decomposition into points.

Let an arbitrary square $A$ and $\varepsilon>0$ be fixed. In order to be able to apply Lemma 3.4, it is left to check condition (3.4) for any $\Gamma_{n} \in \nu_{n}$, with $f_{n}^{m_{n}}=H_{n} \circ S_{\alpha_{n+1}}^{m_{n}} \circ H_{n}^{-1}=H_{n-1} \circ g_{n} \circ \Phi_{n} \circ g_{n}^{-1} \circ$ $H_{n-1}^{-1}$. By assumption (2) of the present lemma, for all $I_{n} \in \eta_{n}, \pi_{r}\left(\Phi_{n}\left(I_{n}\right)\right) \supset[-1 / n, 1-1 / n]$. Let $S_{n}$ be a square of side length $q_{n}^{-\sigma}, S_{n} \subset \mathbb{T} \times[-1 / n, 1-1 / n]$. Consider

$$
C_{n}:=H_{n-1}\left(S_{n}\right)
$$

Assumption (2) permits to apply Lemma 3.7. Then we have (estimating $\frac{1}{\lambda(J)} \leqslant 2$ ):

$$
\begin{aligned}
& \left|\lambda_{n}\left(\Gamma_{n} \cap f_{n}^{-m_{n}}\left(C_{n}\right)\right)-\lambda_{n}\left(\Gamma_{n}\right) \mu\left(C_{n}\right)\right| \\
& \quad=\left|\lambda\left(I_{n} \cap \Phi_{n}^{-1} \circ g_{n}^{-1}\left(S_{n}\right)\right)-\lambda\left(I_{n}\right) \mu\left(S_{n}\right)\right| \\
& \quad \leqslant \frac{1}{\lambda(J)}\left|\lambda\left(I_{n} \cap \Phi_{n}^{-1} \circ g_{n}^{-1}\left(S_{n}\right)\right) \lambda(J)-\lambda\left(I_{n}\right) \mu\left(S_{n}\right)\right|+\frac{(1-\lambda(J))}{\lambda(J)} \lambda\left(I_{n}\right) \mu\left(S_{n}\right) \\
& \quad \leqslant 2 \frac{8}{n} \lambda\left(I_{n}\right) \mu\left(S_{n}\right)+\frac{2}{n} \lambda\left(I_{n}\right) \mu\left(S_{n}\right)=\frac{18}{n} \lambda_{n}\left(\Gamma_{n}\right) \mu\left(C_{n}\right) .
\end{aligned}
$$

By (3.5), we have for $n$ sufficiently large $\operatorname{diam}\left(C_{n}\right) \leqslant\left\|D\left(H_{n-1}\right)\right\|_{0} \operatorname{diam}\left(S_{n}\right) \leqslant 1 / 2^{n}$. Hence, for $n$ large enough, one can approximate $A$ by such sets $C_{n}$ lying in $\mathbb{T} \times[1 / n, 1+1 / n]$. More precisely, for $n$ large enough, there exist two sets, which are unions of sets $C_{n}: A_{1}=$ $\bigcup_{\sigma_{1}} C_{n}, A_{2}=\bigcup_{\sigma_{2}} C_{n}$ such that

$$
\begin{aligned}
& A_{i} \subset \mathbb{T} \times[1 / n, 1-1 / n], \quad A_{1} \subset A \cap \mathbb{T} \times[1 / n, 1-1 / n] \subset A_{2}, \\
& \left|\mu(A)-\mu\left(A_{i}\right)\right| \leqslant \frac{\varepsilon}{3} \mu(A)
\end{aligned}
$$

Take $n$ so that $\frac{18}{n}<\frac{\varepsilon}{3}$. Then we can estimate:

$$
\begin{aligned}
\lambda_{n} & \left(\Gamma_{n} \cap f_{n}^{-m_{n}}(A)\right)-\lambda_{n}\left(\Gamma_{n}\right) \mu(A) \\
& \leqslant \lambda_{n}\left(\Gamma_{n} \cap f_{n}^{-m_{n}}\left(A_{2}\right)\right)-\lambda_{n}\left(\Gamma_{n}\right) \mu\left(A_{2}\right)+\frac{\varepsilon}{3} \lambda_{n}\left(\Gamma_{n}\right) \mu(A) \\
& \leqslant \frac{\varepsilon}{3} \lambda_{n}\left(\Gamma_{n}\right) \mu\left(A_{2}\right)+\frac{\varepsilon}{3} \lambda_{n}\left(\Gamma_{n}\right) \mu(A) \leqslant \varepsilon \lambda_{n}\left(\Gamma_{n}\right) \mu(A) .
\end{aligned}
$$

The lower estimate for this difference is obtained in the same way (using $A_{1}$ ). We have shown that, if $n$ is sufficiently large, for an arbitrary $\Gamma_{n} \in \nu_{n}$, (3.4) holds. Then, by Lemma 3.4, $f$ is weak mixing.

## 4. Analytic case on the torus $\mathbb{T}^{2}$

This section is devoted to the analytic construction on the torus $\mathbb{T}^{2}$. We recall the notations of the Theorem 1.5 that we want to prove. For an arbitrary fixed $\sigma>0$, for any $n \in \mathbb{N}$ :

$$
\begin{align*}
\phi_{n}(\theta, r) & =\left(\theta, r+q_{n}^{2} \cos \left(2 \pi q_{n} \theta\right)\right),  \tag{4.1}\\
g_{n}(\theta, r) & =\left(\theta+\left[n q_{n}^{\sigma}\right] r, r\right), \\
h_{n} & =g_{n} \circ \phi_{n}, \quad H_{n}=h_{1} \circ \cdots \circ h_{n}, \\
f_{n} & =H_{n} \circ R_{\alpha_{n+1}} \circ H_{n}^{-1} .
\end{align*}
$$

### 4.1. Proof of convergence

Let $\alpha, \delta$ and $\sigma$ be as in the statement of Theorem 1.5, and let $\rho>0$ be fixed. Let $\alpha_{n}=p_{n} / q_{n}$ be a sequence such that $\left|\alpha-\alpha_{n}\right|$ is decreasing and
(P1) For all $n \in \mathbb{N}$,

$$
\left|\alpha-\alpha_{n}\right|<\exp \left(-q_{n}^{1+3 \sigma}\right)
$$

By eventually extracting from $\alpha_{n}$ we can assume that this sequence also has the following properties:
(P2) Denote the lift of the inverse of the diffeomorphism $H_{n}$ from (4.1) by $\left(\left(H_{n}^{-1}\right)_{1},\left(H_{n}^{-1}\right)_{2}\right)$, and set

$$
\rho_{n}:=\max _{i=1,2} \inf _{p \in \mathbb{Z}}\left\|\left(H_{n}^{-1}\right)_{i}+p\right\|_{\rho}, \quad \rho_{0}:=\rho
$$

Then for all $n \in \mathbb{N}$,

$$
q_{n}^{\sigma} \geqslant 4 \pi n \rho_{n-1}+\ln \left(8 \pi n q_{n}^{\sigma+4}\right) .
$$

(P3) With the definition of $\|D H\|_{\rho}$ of Section 2.2, we have for all $n \in \mathbb{N}$, and for all $t$ such that $|t-\alpha| \leqslant\left|\alpha_{n}-\alpha\right|$,

$$
q_{n} \geqslant\left\|D\left(H_{n-1}\right) R_{t} \circ H_{n-1}^{-1}\right\|_{\rho}
$$

(P4) For all $n \in \mathbb{N}$

$$
\left\|D\left(H_{n-1}\right)\right\|_{0} \leqslant \ln q_{n}
$$

Properties (P2)-(P4) are possible to guarantee by choosing $q_{n}$ sufficiently large because $H_{n-1}$ does not depend on $q_{n}$.

The first three properties are used to prove the convergence, and the latter one is estimate (3.5), needed for the proof of weak mixing of the limit diffeomorphism, which will be done with the help of Proposition 3.9.

The following statement implies the convergence of the sequence $f_{n}$.
LEmmA 4.1. - Suppose $\alpha_{n}=\frac{p_{n}}{q_{n}}$ satisfies (P1)-(P3) for some fixed $\sigma>0$ and $\rho>0$. Then, for any n large enough, we have:
(a) the diffeomorphisms defined by (4.1) satisfy:

$$
d_{\rho}\left(f_{n}, f_{n-1}\right) \leqslant \exp \left(-q_{n}\right)
$$

(b) for any $m \leqslant q_{n+1}$ it holds:

$$
d_{0}\left(f_{n}^{m}, f^{m}\right) \leqslant \frac{1}{2^{n}}
$$

Proof. - With the notations above, using the Mean value theorem and (P3), we have (for some $t$ between $\alpha_{n}$ and $\alpha_{n+1}$ ):

$$
\begin{align*}
d_{\rho}\left(f_{n}, f_{n-1}\right) & \leqslant\left\|\left(D H_{n-1}\right) R_{t} \circ H_{n-1}^{-1}\right\|_{\rho}\left\|\left(h_{n} \circ R_{\alpha_{n+1}} \circ h_{n}^{-1}-R_{\alpha_{n}}\right) \circ H_{n-1}^{-1}\right\|_{\rho}  \tag{4.2}\\
& \leqslant q_{n}\left\|h_{n} \circ R_{\alpha_{n+1}} \circ h_{n}^{-1}-R_{\alpha_{n}}\right\|_{\rho_{n-1}}
\end{align*}
$$

Denote $\left(\cos 2 \pi q_{n}\left(z+\alpha_{n+1}\right)-\cos 2 \pi q_{n} z\right)$ by $R(z)$. For an arbitrary $s \geqslant 0$, we can write:

$$
\begin{align*}
\|R\|_{s} & \leqslant\left\|e^{2 \pi i q_{n} z}\right\|_{s}\left|1-e^{2 \pi i q_{n} \alpha_{n+1}}\right| \leqslant 2 \pi q_{n}\left\|e^{2 \pi i q_{n} z}\right\|_{s}\left|\alpha_{n+1}-\alpha_{n}\right|  \tag{4.3}\\
& \leqslant 4 \pi q_{n}\left\|e^{2 \pi i q_{n} z}\right\|_{s}\left|\alpha-\alpha_{n}\right|
\end{align*}
$$

(we used the estimate $\left|\alpha_{n+1}-\alpha_{n}\right| \leqslant 2\left|\alpha-\alpha_{n}\right|$ ). By the definition of $h_{n}$,

$$
h_{n} \circ R_{\alpha_{n+1}} \circ h_{n}^{-1}-R_{\alpha_{n}}=\left(\left[n q_{n}^{\sigma}\right] q_{n}^{2} R\left(\theta-\left[n q_{n}^{\sigma}\right] r\right)+\left(\alpha_{n+1}-\alpha_{n}\right), q_{n}^{2} R\left(\theta-\left[n q_{n}^{\sigma}\right] r\right)\right) .
$$

Then

$$
\left\|h_{n} \circ R_{\alpha_{n+1}} \circ h_{n}^{-1}-R_{\alpha_{n}}\right\|_{s} \leqslant 2 n q_{n}^{2+\sigma}\left\|R\left(\theta-\left[n q_{n}^{\sigma}\right] r\right)\right\|_{s} .
$$

By (4.3), it is less than

$$
\begin{equation*}
8 \pi n q_{n}^{3+\sigma}\left\|\exp \left(2 \pi i q_{n}\left(\theta-\left[n q_{n}^{\sigma}\right] r\right)\right)\right\|_{s}\left|\alpha-\alpha_{n}\right| \tag{4.4}
\end{equation*}
$$

Applying (4.2), (4.4), (P2) and (P1) in sequence, we get:

$$
\begin{aligned}
d_{\rho}\left(f_{n}, f_{n-1}\right) & \leqslant q_{n}\left\|h_{n} \circ R_{\alpha_{n+1}} \circ h_{n}^{-1}-R_{\alpha_{n}}\right\|_{\rho_{n-1}} \\
& \leqslant 8 \pi n q_{n}^{4+\sigma} \exp \left(4 \pi n q_{n}^{1+\sigma} \rho_{n-1}\right)\left|\alpha-\alpha_{n}\right| \leqslant \exp \left(q_{n}^{1+2 \sigma}\right)\left|\alpha-\alpha_{n}\right| \\
& \leqslant \exp \left(q_{n}^{1+2 \sigma}\left(1-q_{n}^{\sigma}\right)\right) \leqslant \exp \left(-q_{n}^{1+2 \sigma}\right)<\exp \left(-q_{n}\right) .
\end{aligned}
$$

The second part of the claim is proved in the same way. One has to note that $f_{n}^{m}=$ $h_{n} \circ S_{\alpha_{n+1}}^{m} \circ h_{n}^{-1}=h_{n} \circ R_{m \alpha_{n+1}} \circ h_{n}^{-1}$, and

$$
d_{0}\left(f^{m}, f_{n}^{m}\right)=\sum_{j=n}^{\infty} d_{0}\left(f_{j}^{m}, f_{j+1}^{m}\right)
$$

### 4.2. Proof of weak mixing

For the proof of weak mixing, we shall use Proposition 3.9 that was proved in the previous section. In order to apply the lemma, we choose a sequence $\left(m_{n}\right), m_{n} \leqslant q_{n+1}$ (in this case, by Lemma 4.1(b), (3.3) holds), and a sequence of standard partial decompositions ( $\eta_{n}$ ) consisting of horizontal intervals with length less than $1 / q_{n}, \eta_{n} \rightarrow \varepsilon$, such that the diffeomorphism

$$
\begin{equation*}
\Phi_{n}:=\phi_{n} \circ R_{\alpha_{n+1}}^{m_{n}} \circ \phi_{n}^{-1} \tag{4.5}
\end{equation*}
$$

$\left(\frac{1}{n q_{n}}, 0, \frac{1}{n}\right)$-distributes any interval $I_{n} \in \eta_{n}$.

### 4.2.1. Choice of the mixing sequence $m_{n}$

We shall assume that

$$
q_{n+1} \geqslant q_{n}^{7}
$$

Define

$$
m_{n}=\min \left\{\left.m \leqslant q_{n+1}\left|\inf _{k \in \mathbb{Z}}\right| m \frac{q_{n} p_{n+1}}{q_{n+1}}-\frac{1}{2}+k \right\rvert\,<\frac{q_{n}}{q_{n+1}}\right\} .
$$

Note that the set of numbers $m$ above is non-empty. Indeed, since $p_{n+1}$ and $q_{n+1}$ are relatively prime, the set $\left\{\left.j \frac{q_{n} p_{n+1}}{q_{n+1}} \right\rvert\, j=0, \ldots, q_{n+1}\right\}$ on the circle contains $\frac{q_{n+1}}{G C D\left(q_{n}, q_{n+1}\right)}$, which is at least $\frac{q_{n+1}}{q_{n}}$, different equally distributed points.
${ }^{q_{n}}$ We shall use the following estimate, which follows from the above assumption on the growth of $q_{n}$ :

$$
\begin{equation*}
\left|m_{n} q_{n} \alpha_{n+1}-\frac{1}{2}\right|(\bmod 1) \leqslant \frac{q_{n}}{q_{n+1}} \leqslant q_{n}^{-6} . \tag{4.6}
\end{equation*}
$$

4.2.2. Stretching of the diffeomorphisms $\Phi_{n}$

Consider the set

$$
\begin{equation*}
B_{n}=\bigcup_{k=0}^{2 q_{n}}\left[\frac{k}{2 q_{n}}-\frac{1}{2 q_{n}^{3 / 2}}, \frac{k}{2 q_{n}}+\frac{1}{2 q_{n}^{3 / 2}}\right] \tag{4.7}
\end{equation*}
$$

We shall see that $\Phi_{n}$ displays strong stretching in the vertical direction on small horizontal intervals, lying outside $B_{n}$. To do this, we shall use the notion of uniform stretch from [3], which we recall here.

DEfinition 4.2 (Uniform stretch). - Given $\varepsilon>0$ and $k>0$, we say that a real function $f$ on an interval $I$ is $(\varepsilon, k)$-uniformly stretching on $I$ if for $J=\left[\inf _{I} f, \sup _{I} f\right]$

$$
\lambda(J) \geqslant k
$$

and for any interval $\widetilde{J} \subset J$ we have:

$$
\left|\frac{\lambda\left(I \cap f^{-1} \widetilde{J}\right)}{\lambda(I)}-\frac{\lambda(\widetilde{J})}{\lambda(J)}\right| \leqslant \varepsilon \frac{\lambda(\widetilde{J})}{\lambda(J)}
$$

The following criterion, that is easy to verify, gives a necessary and sufficient condition for a real function (of class at least $C^{2}$ ) to be uniformly stretching. The proof can be found in [3].

Lemma 4.3 (Criterion for uniform stretch). - If f satisfies:

$$
\begin{aligned}
& \inf _{x \in I}\left|f^{\prime}(x)\right| \lambda(I) \geqslant k, \\
& \sup _{x \in I}\left|f^{\prime \prime}(x)\right| \lambda(I) \leqslant \varepsilon \inf _{I}\left|f^{\prime}(x)\right|,
\end{aligned}
$$

then $f$ is $(\varepsilon, k)$-uniformly stretching on $I$.
LEMMA 4.4. - Under the conditions of Theorem 1.5, the transformation $\Phi_{n}$ has a lift of the form:

$$
\Phi_{n}(\theta, r)=\left(\theta+m_{n} \alpha_{n+1}, r+\psi_{n}(\theta)\right)
$$

where $\psi_{n}$ satisfies:

$$
\begin{equation*}
\inf _{\mathbb{T} \backslash B_{n}}\left|\psi_{n}^{\prime}\right| \geqslant q_{n}^{5 / 2}, \quad \sup _{\mathbb{T} \backslash B_{n}}\left|\psi_{n}^{\prime \prime}\right| \leqslant 9 \pi^{2} q_{n}^{4} \tag{4.8}
\end{equation*}
$$

Proof. - By definition, $\Phi_{n}$ has the desired form with

$$
\psi_{n}=q_{n}^{2}\left(\cos \left(2 \pi\left(q_{n} \theta+m_{n} q_{n} \alpha_{n+1}\right)\right)-\cos \left(2 \pi q_{n} \theta\right)\right)=-2 q_{n}^{2} \cos \left(2 \pi q_{n} \theta\right)+\sigma_{n}
$$

where

$$
\sigma_{n}=q_{n}^{2}\left(\cos \left(2 \pi\left(q_{n} \theta+m_{n} q_{n} \alpha_{n+1}\right)\right)-\cos \left(2 \pi\left(q_{n} \theta+1 / 2\right)\right)\right)
$$

With the help of the Mean value theorem and estimate (4.6), one easily verifies that $\left|\sigma_{n}^{\prime}\right|<1$, and $\left|\sigma_{n}^{\prime \prime}\right|<1$.

Note that $B_{n}$ are chosen in such a way that

$$
\inf _{\mathbb{T} \backslash B_{n}}\left|\sin \left(2 \pi q_{n} \theta\right)\right| \geqslant q_{n}^{-1 / 2}
$$

The statement follows by calculation.

### 4.2.3. Choice of the decompositions $\eta_{n}$

Let us define a standard partial decompositions $\eta_{n}$ of $\mathbb{T}^{2}$, meeting the conditions of Proposition 3.9.
Let $\hat{\eta}_{n}=\left\{I_{n}\right\}$ be the partial decomposition of $\mathbb{T} \backslash B_{n}$, containing all the intervals $I_{n}$ such that

$$
\psi_{n}\left(I_{n}\right)=[0,1) \bmod 1
$$

We define $\eta_{n}=\left\{I \times\{r\} \mid I \in \hat{\eta}_{n}, r \in \mathbb{T}\right\}$. Note that, for any $I_{n} \in \eta_{n}$, we have: $\pi_{r}\left(\Phi\left(I_{n}\right)\right)=\mathbb{T}$.
Lemma 4.5. - Let $\eta_{n}$ be defined as above. Then, for any $I_{n} \in \eta_{n}$,

$$
\lambda\left(I_{n}\right) \leqslant q_{n}^{-5 / 2}
$$

and $\eta_{n} \rightarrow \varepsilon$.
Proof. - By Lemma 4.4, $\inf _{\mathbb{T} \backslash B_{n}}\left|\psi_{n}^{\prime}\right| \geqslant q_{n}^{5 / 2}$. Therefore, $\lambda\left(I_{n}\right) \leqslant q_{n}^{-5 / 2}$ for any $I_{n} \in \eta_{n}$.
Since the diameter of the atoms of $\eta_{n}$ goes to zero when $n$ grows, it is enough to show that the total measure of the decompositions goes to 1 when $n$ grows. The total measure of $\eta_{n}$ equals:

$$
\begin{aligned}
\sum_{I_{n} \in \hat{\eta}_{n}} \lambda\left(I_{n}\right) & \leqslant 1-\lambda\left(B_{n}\right)-4 q_{n} \max _{I_{n} \in \hat{\eta}_{n}} \lambda\left(I_{n}\right) \\
& \leqslant 1-2 q_{n}\left(q_{n}^{-3 / 2}+2 q_{n}^{-5 / 2}\right)<1-3 q_{n}^{-1 / 2} \rightarrow 1
\end{aligned}
$$

### 4.2.4. Proof of weak mixing

To prove weak mixing of $f$, we shall apply Proposition 3.9. Since (3.3) holds by Lemma 4.1, estimate (3.5) holds by Property (P4), the sequence of decompositions $\eta_{n} \rightarrow \varepsilon$ by the lemma above, it is left to verify condition (2) of Proposition 3.9 , which we pass to.

Lemma 4.6. - Let $I_{n} \in \eta_{n}, \Phi_{n}$ be as in (4.5). Then $\Phi_{n}\left(I_{n}\right)$ is $\left(\frac{1}{n q_{n}}, 0, \frac{1}{n}\right)$-distributed.
Proof. - By the choice of $\eta_{n}, \pi_{r}\left(\Phi_{n}\left(I_{n}\right)\right)=\mathbb{T}$, and hence, $\delta$ in the definition of $(\gamma, \delta, \varepsilon)$ distribution can be taken equal to 0 .

We have seen that $\Phi_{n}$ has a lift $\Phi_{n}(r, \theta)=\left(\theta+m_{n} \alpha, r+\psi_{n}(\theta)\right)$. Hence, $\Phi_{n}\left(I_{n}\right)$ is contained in the vertical strip $\left(I_{n}+m_{n} \alpha\right) \times \mathbb{T}$. By the lemma above, $\lambda\left(I_{n}\right) \leqslant \frac{1}{q_{n}^{5 / 2}}<\frac{1}{n q_{n}}$ for any $I_{n} \in \eta_{n}$. Hence, we can take $\gamma=\frac{1}{n q_{n}}$.

Our fixed $I_{n}$ has the form $I \times\{r\}$ for some $r \in \mathbb{T}$ and $I \in \hat{\eta}_{n}$. For any $J \subset \mathbb{T}$, the fact that $\Phi_{n}(\theta, r) \in \mathbb{T} \times J$ is equivalent to $\psi_{n}(\theta) \in J-r$. Lemma 4.4 implies the estimate:

$$
\frac{\sup _{I_{n} \in \eta_{n}}\left|\psi_{n}^{\prime \prime}\right|}{\inf _{I_{n} \in \eta_{n}}\left|\psi_{n}^{\prime}\right|} \lambda\left(I_{n}\right) \leqslant \frac{9 \pi^{2}}{q_{n}}<\frac{1}{n}
$$

Then, by Lemma 4.3 (Criterion for uniform stretch), $\psi_{n}$ is $\left(\frac{1}{n}, 1\right)$-uniformly stretching. Hence, for any interval $J \subset \mathbb{T}$, the following holds:

$$
\begin{aligned}
\left|\lambda\left(I_{n} \cap \Phi_{n}^{-1}(\mathbb{T} \times J)\right)-\lambda\left(I_{n}\right) \lambda(J)\right| & =\left|\lambda\left(I \cap \psi_{n}^{-1}(J-r)\right)-\lambda\left(I_{n}\right) \lambda(J)\right| \\
& \leqslant \frac{1}{n} \lambda\left(I_{n}\right) \lambda(J),
\end{aligned}
$$

and we take $\varepsilon=\frac{1}{n}$ in the definition of $(\gamma, \delta, \varepsilon)$-distribution.
We have shown that $\Phi_{n}$ and $\eta_{n}$ verify the conditions of Proposition 3.9. It implies that $f$ is weak mixing.

## 5. $C^{\infty}$-case on the torus, annulus and disc

Sections 5.1-5.4 are devoted to $M=\mathbb{A}$ and $M=\mathbb{T}^{2}$. The case of the disc $\mathbb{D}^{2}$ is studied in Section 5.5.

### 5.1. Statement of the result

Take any $0<\sigma<1$. On $M=\mathbb{A}$, consider the following transformations:

$$
\begin{align*}
g_{n}(x, y) & =\left(x+\left[n q_{n}^{\sigma}\right] y, y\right)  \tag{5.1}\\
h_{n} & =g_{n} \circ \phi_{n}, \quad H_{n}=h_{1} \circ \cdots \circ h_{n} \\
f_{n} & =H_{n} \circ R_{\alpha_{n+1}} \circ H_{n}^{-1}
\end{align*}
$$

where the sequence $\alpha_{n}=p_{n} / q_{n}$, converging to $\alpha$, and the diffeomorphisms $\phi_{n}$, satisfying

$$
\begin{equation*}
R_{1 / q_{n}} \circ \phi_{n}=\phi_{n} \circ R_{1 / q_{n}} \tag{5.2}
\end{equation*}
$$

will be constructed in Section 5.2 below so that
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THEOREM 5.1. - For any Liouville number $\alpha$, there exist a sequence $\alpha_{n}$ of rationals and a sequence $\phi_{n}$ of measure preserving diffeomorphisms satisfying (5.2) such that the diffeomorphisms $f_{n}$, constructed as in (5.1), converge in the sense of the $\mathrm{Diff}^{\infty}(M)$ topology, the limit diffeomorphism $f=\lim _{n \rightarrow \infty} f_{n}$ being weak mixing and $f \in \mathcal{A}_{\alpha}(M)$. Moreover, for any $\varepsilon>0$, the parameters can be chosen so that

$$
d_{\infty}\left(f, R_{\alpha}\right)<\varepsilon .
$$

Remark 5.2. - This result implies Theorem 1.1. Indeed, it follows directly from Theorem 5.1, that weak mixing diffeomorphisms are dense in $\mathcal{A}_{\alpha}(M)$. It is a general fact (see [5]) that, in this case, weak mixing diffeomorphisms are generic in $\mathcal{A}_{\alpha}(M)$ with our topology.

### 5.2. Construction of $\phi_{n}$

We begin by constructing a "standard diffeomorphism" on the square $[-1,1] \times[-1,1]=$ $[-1,1]^{2}$, from which $\phi_{n}$ will be obtained by a rescaling of the domain of definition.

### 5.2.1. Preliminary construction.

For a fixed $\varepsilon<1 / 2$, consider the squares $\Delta=[-1,1]^{2}, \Delta(\varepsilon)=[-1+\varepsilon, 1-\varepsilon]^{2}$ and $\Delta(2 \varepsilon)$.
LEMMA 5.3. - For any $\varepsilon<1 / 2$ there exists a smooth measure-preserving diffeomorphism $\varphi=\varphi(\varepsilon)$ of $\mathbb{R}^{2}$, equal to the identity outside $\Delta(\varepsilon)$ and rotating the square $\Delta(2 \varepsilon)$ by $\pi / 2$.

Proof. - Let $\psi=\psi(\varepsilon)$ be a smooth transformation satisfying

$$
\psi(\theta, r)= \begin{cases}(\theta, r) & \text { on } \mathbb{R}^{2}-\Delta(\varepsilon) \\ (\theta / 5, r / 5) & \text { on } \Delta(2 \varepsilon)\end{cases}
$$

and $\eta$ be a smooth transformation, such that

$$
\eta(\theta, r)= \begin{cases}(r,-\theta) & \text { on }\left\{\theta^{2}+r^{2} \leqslant 1 / 3\right\} \\ (\theta, r) & \text { on }\left\{\theta^{2}+r^{2} \geqslant 2 / 3\right\}\end{cases}
$$

Then the composition

$$
\tilde{\varphi}:=\psi^{-1} \eta \psi
$$

provides the desired geometry. Moreover, it preserves the Lebesgue measure on the set

$$
U=\left(\mathbb{R}^{2}-\Delta(\varepsilon)\right) \cup \Delta(2 \varepsilon)
$$

However, it does not have to preserve the area on the whole of $\Delta$. We describe now a deformation argument following Moser [8] that provides an area-preserving diffeomorphism $\varphi$ on $\Delta$, coinciding with $\tilde{\varphi}$ on $U$.

Let $\Omega_{0}$ denote the usual volume form on $\mathbb{R}^{2}$, and consider $\Omega_{1}:=\tilde{\varphi}^{*} \Omega_{0}$. We shall find a diffeomorphism $\nu$ equal to the identity on the set $U$, and such that $\nu^{*} \Omega_{1}=\Omega_{0}$.

Let $\Omega^{\prime}=\Omega_{1}-\Omega_{0}$, and note that $\Omega^{\prime}=d\left(\omega_{0}-\tilde{\varphi}^{*} \omega_{0}\right)$, where $\omega_{0}$ is the standard 1-form $\frac{1}{2}(\theta d r-r d \theta)$. Consider the volume form

$$
\Omega_{t}=\Omega_{0}+t \Omega^{\prime}
$$

Since it is non-degenerate, there exists a unique vector field $X_{t}$ such that

$$
\begin{equation*}
\Omega_{t}\left(X_{t}, \cdot\right)=\left(\omega_{0}-\tilde{\varphi}^{*} \omega_{0}\right)(\cdot) \tag{5.3}
\end{equation*}
$$

One can integrate the obtained vector field to get the one-parameter family of diffeomorphisms $\left\{\nu_{t}\right\}_{t \in[0,1]}, \dot{\nu}_{t}=X_{t}\left(\nu_{t}\right), \nu_{0}=\mathrm{id}$. Then $\nu=\nu_{1}$ is the desired coordinate change. Indeed, one verifies by calculation that

$$
\frac{d}{d t} \nu_{t}^{*} \Omega_{t}=0
$$

Hence, $\nu_{1}^{*} \Omega_{1}=\nu_{0}^{*} \Omega_{0}=\Omega_{0}$.
By an explicit verification, one obtained that $\tilde{\varphi}^{*}$ preserves the form $\omega_{0}$ on $U$ (for this note that $\tilde{\varphi}$ on $U$ is an explicit linear transformation). Then on $U$ Eq. (5.3) writes as $\Omega_{t}\left(X_{t}, \cdot\right)=0$. Since $\Omega_{t}$ is non-degenerate, this implies that $X_{t}=0$ on $U$, hence $\nu=\nu_{0}=i d$ on $U$, as claimed. The desired area-preserving diffeomorphism is

$$
\varphi=\nu \tilde{\varphi}
$$

### 5.2.2. Construction of $\phi_{n}$

Let us first define $\phi_{n}$ on the fundamental domain $D_{n}=\left[0,1 / q_{n}\right] \times[0,1]$. The line $\theta=1 / 2 q_{n}$ divides $D_{n}$ into halves: $D_{n}^{1}=\left[0,1 /\left(2 q_{n}\right)\right] \times[0,1]$ and $D_{n}^{2}=\left(1 /\left(2 q_{n}\right), 1 / q_{n}\right) \times[0,1]$. On $D_{n}^{1}$, consider the affine transformation $C_{n}(\theta, r)=\left(4 q_{n} \theta-1,2 r-1\right)$, sending $D_{n}^{1}$ onto the square $\Delta=[-1,1]^{2}$. Let $\varphi_{n}$ be the diffeomorphism given by Lemma 5.3 with $\varepsilon=1 /(3 n)$, and set

$$
\begin{equation*}
\phi_{n}:=C_{n}^{-1} \circ \varphi_{n} \circ C_{n} \tag{5.4}
\end{equation*}
$$

We define $\phi_{n}=\operatorname{Id}$ on $D_{n}^{2}$. Note that $\phi_{n}$ is smooth and area-preserving on $D_{n}$, and equals identity on the boundary of $D$. We extend it periodically to the whole $\mathbb{R}^{2}$ by the formula:

$$
\phi_{n} \circ R_{1 / q_{n}}=R_{1 / q_{n}} \circ \phi_{n}, \quad \phi_{n}(\theta, r+1)=\phi_{n}(\theta, r)+(0,1) .
$$

The transformation $\phi_{n}$, defined in this way, becomes a diffeomorphism both on $\mathbb{T}^{2}$ and on $\mathbb{A}$ in a natural way.

For a fixed $n$, let us denote by $D_{n, j}$ and $D_{n, j}^{i}($ for $i=1,2, j \in \mathbb{Z})$ the shifts of the fundamental domain $D_{n}$ of $\phi_{n}$ :

$$
D_{n, j+q_{n}}=D_{n, j}=R_{j / q_{n}}\left(D_{n}\right), \quad \text { and } \quad D_{n, j+q_{n}}^{i}=D_{n, j}^{i}=R_{j / q_{n}}\left(D_{n}^{i}\right)
$$

### 5.2.3. Notation

For a diffeomorphism $F$ of $M$ (not necessarily homotopic to the identity), we shall denote by the same letter its lift of the form:

$$
F(x, y)=\left(a x+b y+f_{1}(x, y), c x+d y+f_{2}(x, y)\right)
$$

where $f_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ are, in the case of the torus, $\mathbb{Z}^{2}$-periodic with the property $\left\|f_{i}\right\|_{0}=$ $\inf _{p \in \mathbb{Z}}\left\|f_{i}+p\right\|_{0}$; and for the case of the annulus, $f_{i}$ are $\mathbb{Z}$-periodic in the first component, and such that $\left\|f_{1}\right\|_{0}=\inf _{p \in \mathbb{Z}}\left\|f_{1}+p\right\|_{0}$. Note that the diffeomorphisms in our constructions are defined by their lifts, satisfying this property. For $k$-smooth diffeomorphisms $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ we define by $F_{i}$ the $i$ th coordinate function, and denote

$$
\|F\|_{k}:=\max \left\{\left\|D_{a} F_{i}\right\|_{0},\left\|D_{a}\left(F^{-1}\right)_{i}\right\|_{C^{0}}|i=1,2,0 \leqslant|a| \leqslant k\}\right.
$$



Fig. 1. Action of $\phi_{n}$.

### 5.2.4. Discussion of the properties of $\phi_{n}$

We have constructed $\phi_{n}$ so that $\phi_{n}$ equals identity on $D_{n, j}^{2}, j \in \mathbb{Z}$, and on $D_{n, j}^{1}$ the image of any interval $I_{n, j} \times\{r\}$, where $r \in[1 /(3 n), 1-1 /(3 n)]$, and

$$
\begin{equation*}
I_{n, j}=\left[\frac{j}{q_{n}}+\frac{1}{6 n q_{n}}, \frac{j}{q_{n}}+\frac{1}{2 q_{n}}-\frac{1}{6 n q_{n}}\right], \tag{5.5}
\end{equation*}
$$

with $j=0, \ldots, q_{n}-1$, both under $\phi_{n}$ and $\phi_{n}^{-1}$, is an interval of type $\{\theta\} \times[1 /(3 n), 1-1 /(3 n)]$ for some $\theta \in I_{n, j}$ (see Fig. 1).
Moreover, the following holds:
Lemma 5.4. - For all $k \in \mathbb{N}$ the diffeomorphisms $\phi_{n}$ constructed above satisfy:

$$
\left\|\phi_{n}\right\|_{k} \leqslant c(n, k) q_{n}^{k}
$$

where $c(n, k)$ is independent of $q_{n}$.
Proof. - The desired estimate follows from (5.4) by the product rule (it is important that $\varphi_{n}$ is independent of $q_{n}$ ).

Remark 5.5. - For any $n$, the construction implies that $\phi_{n}(\theta, r)=$ Id in the domains $0 \leqslant r<$ $1 /(6 n)$ and $1-1 /(6 n)<r \leqslant 1$. It is easy to verify that in the same domains diffeomorphisms $f_{n}$ from (5.1) equal $R_{\alpha_{n+1}}$.

### 5.3. Proof of convergence

In the proof we shall use the following lemma:
Lemma 5.6. - Let $k \in \mathbb{N}$, and h be a diffeomorphism of $M$. Then for all $\alpha, \beta \in \mathbb{R}$ we obtain

$$
\begin{equation*}
d_{k}\left(h R_{\alpha} h^{-1}, h R_{\beta} h^{-1}\right) \leqslant C_{k}\|h\|_{k+1}^{k+1}|\alpha-\beta|, \tag{5.6}
\end{equation*}
$$

where $C_{k}$ only depends on $k$, and $C_{0}=1$.
Proof. - We give the proof for the case $M=\mathbb{T}^{2}$; for the annulus, the proof is obtained by minor modifications. Note that $D_{a} h_{i}$ for $|a| \geqslant 1$ is $\mathbb{Z}^{2}$-periodic. Hence, for any $g: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, we have: $\sup _{0<x, y<1}\left|\left(D_{a} h_{i}\right)(g(x, y))\right| \leqslant\|h\|_{|a|}$.

For $k=0$, the statement of the lemma follows directly from the Mean value theorem.

We claim that for $j$ with $|j|=k$ the partial derivative $D_{j}\left(h_{i} R_{\alpha} h^{-1}-h_{i} R_{\beta} h^{-1}\right)$ will consist of a sum of terms with each term being the product of a single partial derivative

$$
\begin{equation*}
\left(D_{a} h_{i}\right)\left(R_{\alpha} h^{-1}\right)-\left(D_{a} h_{i}\right)\left(R_{\beta} h^{-1}\right) \tag{5.7}
\end{equation*}
$$

with $|a| \leqslant k$, and at most $k$ partial derivatives of the form

$$
\begin{equation*}
D_{b} h_{j}^{-1} \tag{5.8}
\end{equation*}
$$

with $|b| \leqslant k$. This clearly holds for $k=1$. We proceed by induction.
By the product rule we need only consider the effect of differentiating (5.7) and (5.8). Applying $D_{c}$ with $|c|=1$ to (5.7) we get:

$$
\sum_{|b|=1}\left(\left(D_{b} D_{a} h_{i}\right)\left(R_{\alpha} h^{-1}\right)-\left(D_{b} D_{a} h_{i}\right)\left(R_{\beta} h^{-1}\right)\right) D_{c} h_{b}^{-1},
$$

which increases the number of terms of the form (5.8) in the product by 1 . Differentiating (5.8) we get another term of the form (5.8) but with $|b| \leqslant k+1$.
Now we estimate:

$$
\begin{gathered}
\left\|\left(D_{a} h_{i}\right)\left(R_{\alpha} h^{-1}\right)-\left(D_{a} h_{i}\right)\left(R_{\beta} h^{-1}\right)\right\|_{0} \leqslant\|h\|_{|a|+1}|\alpha-\beta|, \\
\left\|D_{c} h_{j}^{-1}\right\|_{0} \leqslant\|h\|_{|c|} .
\end{gathered}
$$

Taking the inverse maps and applying the result we just proved gives (5.6).
Lemma 5.7. - For an arbitrary $\varepsilon>0$, let $k_{n}$ be a growing sequence of natural numbers, such that $\sum_{n=1}^{\infty} 1 / k_{n}<\varepsilon$. Suppose that, in construction (5.1), we have: $\left|\alpha-\alpha_{1}\right|<\varepsilon$ and for any $n$

$$
\begin{equation*}
\left|\alpha-\alpha_{n}\right|<\frac{1}{2 k_{n} C_{k_{n}}\left\|H_{n}\right\|_{k_{n}+1}^{k_{n}+1}}, \tag{5.9}
\end{equation*}
$$

where $C_{k_{n}}$ are the constants from Lemma 5.6. Then the diffeomorphisms $f_{n}=H_{n} \circ R_{\alpha_{n+1}} \circ H_{n}^{-1}$ converge in the Diff ${ }^{\infty}$ topology to a measure preserving diffeomorphism $f$, and

$$
d_{\infty}\left(f, R_{\alpha}\right)<3 \varepsilon .
$$

Moreover, the sequence of diffeomorphisms

$$
\begin{equation*}
\hat{f}_{n}:=H_{n} \circ R_{\alpha} \circ H_{n}^{-1} \in \mathcal{A}_{\alpha} \tag{5.10}
\end{equation*}
$$

also converges to $f$ in the $\mathrm{Diff}^{\infty}$ topology, hence $f \in \mathcal{A}_{\alpha}$.
Furthermore, if for a sequence of positive integers $m_{n}$ we have for all $n$ :

$$
\begin{equation*}
\left|\alpha-\alpha_{n}\right|<\frac{1}{2^{n+1} m_{n-1}\left\|H_{n}\right\|_{1}}, \tag{5.11}
\end{equation*}
$$

then for any $m \leqslant m_{n}$ we have

$$
\begin{equation*}
d_{0}\left(f^{m}, f_{n}^{m}\right) \leqslant \frac{1}{2^{n}} . \tag{5.12}
\end{equation*}
$$

Proof. - By construction we have: $h_{n} \circ R_{\alpha_{n}}=R_{\alpha_{n}} \circ h_{n}$. Hence,

$$
f_{n-1}=H_{n-1} \circ R_{\alpha_{n}} \circ H_{n-1}^{-1}=H_{n} \circ R_{\alpha_{n}} \circ H_{n}^{-1} .
$$

By Lemma 5.6, for all $k$ and $n$,

$$
\begin{aligned}
d_{k}\left(f_{n}, f_{n-1}\right) & =d_{k}\left(H_{n} \circ R_{\alpha_{n+1}} \circ H_{n}^{-1}, H_{n} \circ R_{\alpha_{n}} \circ H_{n}^{-1}\right) \\
& \leqslant C_{k}\left\|H_{n}\right\|_{k+1}^{k+1}\left|\alpha_{n+1}-\alpha_{n}\right|
\end{aligned}
$$

Estimating $\left|\alpha_{n+1}-\alpha_{n}\right| \leqslant 2\left|\alpha-\alpha_{n}\right|$, and using assumption (5.9), we get for any $k \leqslant k_{n}$ :

$$
d_{k}\left(f_{n}, f_{n-1}\right) \leqslant d_{k_{n}}\left(f_{n}, f_{n-1}\right) \leqslant \frac{2 C_{k_{n}}\left\|H_{n}\right\|_{k_{n}+1}^{k_{n}+1}}{2 k_{n} C_{k_{n}}\left\|H_{n}\right\|_{k_{n}+1}^{k_{n}+1}} \leqslant \frac{1}{k_{n}}
$$

Hence, for any fixed $k$, the sequence $\left(f_{n}\right)$ converges in Diff ${ }^{k}$, and therefore, in Diff ${ }^{\infty}$. Moreover, one easily computes (using the definition of the $d_{\infty}$-metric) that

$$
d_{\infty}\left(f, R_{\alpha}\right) \leqslant\left|\alpha-\alpha_{1}\right|+\sum_{n=1}^{\infty} d_{\infty}\left(f_{n}, f_{n-1}\right)<3 \varepsilon
$$

(here we denoted $f_{0}=R_{\alpha_{1}}$ ).
To prove that $f \in \mathcal{A}_{\alpha}$, we show that the sequence of functions $\hat{f}_{n} \in \mathcal{A}_{\alpha}$ converges to $f$. For this it is enough to note that, for any $n$ and $k \leqslant k_{n}$, Lemma 5.6 and assumption (5.9) imply:

$$
\begin{aligned}
d_{k}\left(f_{n}, \hat{f}_{n}\right) & =d_{k}\left(H_{n} \circ R_{\alpha_{n+1}} \circ H_{n}^{-1}, H_{n} \circ R_{\alpha} \circ H_{n}^{-1}\right) \\
& \leqslant C_{k_{n}}\left\|H_{n}\right\|_{k_{n}+1}^{k_{n}+1}\left|\alpha_{n+1}-\alpha\right| \leqslant \frac{1}{k_{n}}
\end{aligned}
$$

To prove the third statement of the lemma, note that for any $m \leqslant m_{n-1}$,

$$
\begin{aligned}
d_{0}\left(f_{n}^{m}, f_{n-1}^{m}\right) & =d_{0}\left(H_{n} \circ R_{m \alpha_{n+1}} \circ H_{n}^{-1}, H_{n} \circ R_{m \alpha_{n}} \circ H_{n}^{-1}\right) \\
& \leqslant\left\|H_{n}\right\|_{1} 2 m\left|\alpha-\alpha_{n}\right| \leqslant \frac{1}{2^{n}}
\end{aligned}
$$

Then $d_{0}\left(f^{m}, f_{n-1}^{m}\right) \leqslant \sum_{i=n}^{\infty} d_{0}\left(f_{i}^{m}, f_{i-1}^{m}\right)=\frac{1}{2^{n-1}}$.
Let a Liouville number $\alpha$ be fixed. Here we show that, for any given sequence $k_{n}$, the sequence of convergents $\alpha_{n}$ of $\alpha$ can be chosen so that (5.9) holds, and for any $m_{n-1} \leqslant q_{n}$, (5.11) holds.

LEMMA 5.8. - Fix an increasing sequence $k_{n}$ of natural numbers, satisfying $\sum_{n=1}^{\infty} 1 / k_{n}<$ $\infty$, and let the constants $C_{n}$ be as in Lemma 5.6. For any Liouville number $\alpha$, there exists a sequence of convergents $\alpha_{n}=p_{n} / q_{n}$, such that the diffeomorphisms $H_{n}$, constructed as in (5.1) with these $\alpha_{n}$ and with $\phi_{n}$ given by (5.4), satisfy (5.9) and (5.11) with any $m_{n-1} \leqslant q_{n}$. Further, we can choose $\alpha_{n}$ so that in addition (3.5) holds.

Proof. - By Lemma 5.4, we have: $\left\|\phi_{n}\right\|_{k} \leqslant c_{1}(n, k) q_{n}^{k}$. Then for $h_{n}$ as in (5.1), we get:

$$
\left\|h_{n}\right\|_{k} \leqslant c_{2}(n, k) q_{n}^{2 k}
$$

With the help of the Faa di Bruno's formula (that gives an explicit equation for the $n$th derivative of the composition), we estimate:

$$
\left\|H_{n}\right\|_{k} \leqslant\left\|H_{n-1} \circ h_{n}\right\|_{k} \leqslant c_{3}(n, k) q_{n}^{2 k^{2}}
$$

where $c_{3}(n, k)$ depends on the derivatives of $H_{n-1}$ up to order $k$, which do not depend on $q_{n}$. Suppose that, for each $n, q_{n}$ is chosen so that

$$
q_{n} \geqslant c_{3}(n, n+1)
$$

Then $\left\|\mid H_{n}\right\|_{k_{n}+1} \leqslant q_{n}^{2\left(k_{n}+1\right)^{2}+1} \leqslant q_{n}^{3\left(k_{n}+1\right)^{2}}$. We choose the sequence of convergents of $\alpha$ satisfying

$$
\left|\alpha-\alpha_{n}\right|=\left|\alpha-p_{n} / q_{n}\right|<\frac{1}{2^{n+1} k_{n} C_{k_{n}} q_{n}^{3\left(k_{n}+1\right)^{3}+1}}
$$

the latter is possible since $\alpha$ is Liouville. Then

$$
\left|\alpha-\alpha_{n}\right|<\frac{1}{2^{n+1} q_{n} k_{n} C_{k_{n}}\left\|H_{n}\right\|_{k_{n}+1}^{k_{n}+1}},
$$

which implies both (5.9) and (5.11). As for (3.5), i.e. $\left\|D H_{n-1}\right\|_{0} \leqslant \ln q_{n}$, it is possible to have it just by choosing $q_{n}$ large enough.

### 5.4. Proof of weak mixing

### 5.4.1. Choice of the mixing sequence $m_{n}$

We shall assume that for all $n$ we have:

$$
\begin{equation*}
q_{n+1} \geqslant 10 n^{2} q_{n} \tag{5.13}
\end{equation*}
$$

Define, as in the analytic case

$$
m_{n}=\min \left\{\left.m \leqslant q_{n+1}\left|\inf _{k \in \mathbb{Z}}\right| m \frac{q_{n} p_{n+1}}{q_{n+1}}-\frac{1}{2}+k \right\rvert\, \leqslant \frac{q_{n}}{q_{n+1}}\right\}
$$

Let $a_{n}=\left(m_{n} \alpha_{n+1}-\frac{1}{2 q_{n}}\right) \bmod \frac{1}{q_{n}}$. Then the choice of $m_{n}$ and the growth condition (5.13) imply:

$$
\begin{equation*}
\left|a_{n}\right| \leqslant \frac{1}{q_{n+1}} \leqslant \frac{1}{10 n^{2} q_{n}} \tag{5.14}
\end{equation*}
$$

Hence, if we use the notation

$$
\bar{D}_{n, j}^{1}=I_{n, j} \times[0,1] \subset D_{n, j}^{1}
$$

we have

$$
\begin{equation*}
R_{\alpha_{n+1}}^{m_{n}}\left(\bar{D}_{n, j}^{1}\right) \subset D_{n, j^{\prime}}^{2} \tag{5.15}
\end{equation*}
$$

for some $j^{\prime} \in \mathbb{Z}$.

### 5.4.2. Choice of the decompositions $\eta_{n}$

We define $\eta_{n}$ to be the partial decomposition of $M$ consisting of the horizontal intervals $I_{n, j} \times\{r\} \subset D_{n, j}^{1}$, where $r \in[1 /(3 n), 1-1 /(3 n)]$, defined by (5.5) and of the intervals $\bar{I}_{n, j} \times\{r\}$ with $r \in[1 /(3 n), 1-1 /(3 n)]$ and

$$
\bar{I}_{n, j}=\left[\frac{j}{q_{n}}+\frac{1}{2 q_{n}}+\frac{1}{6 n q_{n}}-a_{n}, \frac{j+1}{q_{n}}-\frac{1}{6 n q_{n}}-a_{n}\right] .
$$



Fig. 2. Action of $\Phi_{n}$.

It follows from (5.14) that the intervals $\bar{I}_{n, j} \times\{r\}$ are in $D_{n, j}^{2}$.
LEMMA 5.9. - The mapping $\Phi_{n}=\phi_{n} \circ R_{\alpha_{n+1}}^{m_{n}} \circ \phi_{n}^{-1}$ transforms the atoms of the decomposition $\eta_{n}$ into vertical intervals of the form $\{\theta\} \times[1 /(3 n), 1-1 /(3 n)]$ for some $\theta$.

The proof is illustrated on Fig. 2.
Proof. - Consider first an interval $I_{n}$ of the type $I_{n}=I_{n, j} \times\{r\}, r \in[1 /(3 n), 1-1 /(3 n)]$. By construction of $\phi_{n}$ (see Section 5.2.4), we have that $\phi_{n}^{-1}\left(I_{n}\right)$ is a vertical segment of the form $\{\theta\} \times[1 /(3 n), 1-1 /(3 n)]$ for some $\theta \in I_{n, j}$. From (5.15) we deduce that $R_{\alpha_{n+1}^{m_{n}}} \circ \phi_{n}^{-1}\left(I_{n}\right)=$ $\left\{\theta^{\prime}\right\} \times[1 /(3 n), 1-1 /(3 n)] \subset D_{n, j^{\prime}}^{2}$, for some $\theta^{\prime} \in \mathbb{T}$ and $j^{\prime} \in \mathbb{Z}$ and we conclude using that $\phi_{n}$ acts as the identity on $D_{n, j^{\prime}}^{2}$.

Similarly, for $r \in[1 /(3 n), 1-1 /(3 n)]$ and an interval $I_{n}=\bar{I}_{n, j} \times\{r\} \in D_{n, j}^{2}$, we have that

$$
\phi_{n} \circ R_{\alpha_{n+1}}^{m_{n}} \circ \phi_{n}^{-1}\left(I_{n}\right)=\phi_{n} \circ R_{\alpha_{n+1}}^{m_{n}}\left(I_{n}\right)=\phi_{n}\left(I_{n, j^{\prime}} \times\{r\}\right)=\{\theta\} \times[1 /(3 n), 1-1 /(3 n)],
$$

for some $j^{\prime} \in \mathbb{Z}$ and $\theta \in \mathbb{T}$.

### 5.4.3. Proof of Theorem 5.1

Let the diffeomorphisms $f_{n}$ be constructed as in (5.1), following Lemmas 5.7 and 5.8 , so that convergence of $f_{n}$, closeness to identity of their limit $f$, as well as (3.3) and (3.5), hold. We want to apply Proposition 3.9 to get weak mixing. Since the sequence of decompositions $\eta_{n} \rightarrow \varepsilon$ by construction, and since it consists of intervals with length less than $1 / q_{n}$, to finish it is enough to show that for any interval $I_{n}$ of the decomposition $\eta_{n}$, and for $\Phi_{n}=\phi_{n} \circ R_{\alpha_{n+1}}^{m_{n}} \circ \phi_{n}^{-1}$, we have: $\Phi_{n}\left(I_{n}\right)$ is $(0,2 /(3 n), 0)$-distributed. The conditions of the definition follow immediately from the construction and Lemma 5.9. Indeed, the projection of $\Phi_{n}\left(I_{n}\right)$ to the $r$-axis is the interval $[1 /(3 n), 1-1 /(3 n)]$, hence, in the definition of $(\gamma, \delta, \varepsilon)$-distribution (Definition 3.6) we can take $\delta=2 /(3 n)$. Furthermore, since the image of any interval $I_{n}$ is vertical, $\gamma$ can be taken equal to 0 . Finally, the restriction of $\Phi_{n}$ to $I_{n}$ being affine, one verifies that for any interval $\widetilde{J}_{n} \subset J_{n}$ :

$$
\lambda\left(I \cap \Phi_{n}^{-1}(\widetilde{J})\right) \lambda(J)=\lambda(I) \lambda(\widetilde{J})
$$

Hence, we take $\varepsilon=0$.
We have verified the conditions of Proposition 3.9. This implies weak mixing of the limit diffeomorphism $f$.
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