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1. Derive a finite-dimensional state-space representation of the discrete-time system be-

low, mapping ud to yd, where Gc is a continuous-time system with state-space repre-
sentation

[

ẋc(t)
yc(t)

]

=

[

A B
C 0

] [

xc(t)
vc(t)

]

.

S and H are an ideal sampler with sampling period h > 0 and a zero order hold
respectively:

S : yc 7→ yd; yd[k] = yc(kh), (1)

H : ud 7→ uc; uc(kh + θ) = ud[k], θ ∈ [0, h). (2)

FinallyDL is a time delay of length L ∈ (0, h):

DL : uc 7→ vc; vc(t) = uc(t − L).

ud H
uc

DL
vc

Gc
yc

S yd

2. Complete the proof for the LMI condition for the feasibility of the discrete-time H∞
control synthesis problem, which we have studied in Lecture #3.

3. Consider the sampled-data system shown below:

S −1 H
zc uc

Pc yc

wc

Pc is a plant, and is an integrator with a state-space realization
[

ẏc(t)
yc(t)

]

=

[

0 1
1 0

] [

yc(t)
uc(t)

]

.



S and H are an ideal sampler and a zero order hold as defined in (1) and (2) respectively.

(a) Prove that the sampled-data system is internally stable if the sampling period h
satisfies 0 < h < 2.

(b) Define an operator C̀: Rn → L2([0, h], Rp) by

R
n 3 x 7→ (C̀x)(t) := CeAtx.

where A ∈ Rn×n and C ∈ Rp×n. Show that

C̀∗C̀ =
∫ h

0
eATtCTCeAt dt. (3)

(c) Let wc = 0 and yc(0) = 1. Plot (h,
∥

∥

∥yc
∥

∥

∥

2) for h ∈ (0, 2).

(d) Plot (h, ‖T‖L2→L2) for h ∈ (0, 2), where ‖T‖L2→L2 denotes the L2-induced norm from

wc to zc.


