Minns:

Sats (Multiplikationsprincipen). Antalet siitt att utfora k operationer, dir operation i kan
utforas pa n; sitt, ir
ny-ng -+ Ng.

Antalet omordningar (permutationer) av n distinkta element #r
nn—1)(Mn-2)---1=n! (uttalas ”n fakultet”)
Obs: 0! = 1.

Antalet séitt vi kan viilja ut k element bland n distinkta. (Sats 2.8-2.11)

}XI Xtan
terldggning terlaggmng

Med Ordningshénsyn nk (n— k)!
Utan Ordningshinsyn <n + Z B 1) <Z) = (TL—L;C)']{J'
MA/MO klar. UA/MO:
nn—1)---2-1 n!

nn—1)---(n—k+1)= n—k)(n—k—1)---1 - (n— k)

UA/UO: Beteckna talet med ,,Cy. Ordna méngden for att fa UA/MO:

n! n!
= | _ - @@
G = e = T

(1) = "mm

(utldses "n over k”) kallas binomialkoefficient och férekommer flitigt 1 kursen. Tolkningen av det dr
antalet sdtt som man kan vélja ut k element bland n distinkta, utan aterlaggning och utan hénsyn
till ordning (tag dem i klump). Fallet MA/UO visas inte.

Talet

Exempel: Antal Lottorader ( ) = 6724 520.
Exempel: Antal pokerhénder (%) = 2598 960.

Exempel: Antalet olika pizzabestillningar en grupp om 5 personer kan gora (menyn har 40 olika
pizzor) &r (**7/7°) = 1086 008.

Betingad sannolikhet (2.5)
Hur paverkar information om att en hindelse intréffat sannolikheterna for att andra hindelser gor

det?

Introduktion: Dialysterapi. Patienter med hjirtbesvir behandlas med digitalis. Risk for biverk-
ningar (férgiftningar) finns och &r svar att upptécka i tid. Ett séitt &r att méta koncentrationen av
digitalis i blodet. n = 135 patienter har undersokts. Lat

A = {"forgiftning”} B = {"hog konc. digitalis”}



Patientdata sammanfattas i tabellen

A Ax
B|25 14| 39
B* |18 78| 96
43 92 | 135

Det finns ett samband mellan uppmétt koncentration av digitalis i blodet och forgiftningsrisken.

For en pa mafa vald patient har vi

43 39
(A4) 135 0.319 (B) 135 0.289
Givet information om att en patient har en forhojd koncentration av digitalis i blodet har vi istéllet

2
P(AB) = £ =0.64 # P (A) = 0.319

Definition: Lat A, B vara tva héndelser med P (B) > 0. Da definierar vi att sannolikheten for A
betingat B (" A givet B”), P (A|B), som
P(ANB)

PAIB) = =555

Om héndelsen B inte paverkar sannolikheten for att A intréffar sa har vi P (A|B) = P (A) och/eller
P (B|A) = P (B). Uttryckt med hjilp av definitionen av betingade sannolikheter

P (AN B)

P(A)=P(AIB) = T

vilket leder det oss till definitionen:

Definition: A och B dr oberoende om P (AN B) =P (4) P (B).

OBS Oforenliga (disjunkta) hindelser &r ej oberoendel!

Anmdrkning. Om A och B &r oberoende sa dr A och B* oberoende och A* och B* oberoende.
P(A)=P(ANB)+P(ANB")=P(A)P(B)+P(ANB").
Alltsa ar
P(ANB") =P (4)(1—P(B)) = P(A)P(B"),

vilket visar oberoendet mellan A och B*. Upprepas resonemanget fas att A* och B* &r obe-
roende.

Sats (Lagen om total sannolikhet, (2.5)). Lat By, Bs,..., B, vara en partition av €, dvs
B;NB; =@ dai#j, och U, B; = Q. Vidare, P (B;) > 0 och lat A vara en héindelse. Da kan A
delas in i disjunkta delar, A = {J;_, (AN B;), och

P (A) :iP(AﬂBi) = XR:P(A|Bi)P(Bi).
i=1

=1

Ur definitionen for betingning far vi att sannolikheten for snitthdndelsen kan berédknas pa tva sétt:

P (A|B)P(B)

P“‘”‘B):{ P (B|A)P (4)



Alltsa kan vi rdkna ut

P(A|B)P(B)
P(A) (1)

Om vi omformulerar P (A) med lagen om total sannolikhet far vi Bayes sats.

P(BJA) =

Sats (Bayes sats (2.6)). Under samma antaganden som i 2.5

p(Bija) = PAIBIP(B) _ PABIP(B)
> P(A|B) P (B;)
i=1

P (4)

Exempel (Sjukdomsdiagnostik): I detta konstruerade exempel 1at A = {”Diagnos sjuk”} och
B = {"Patient sjuk”}.

P(B)=0.01 P(A|B)=080 P(A*|B*)=0.95.
Rita trad!
P(ANB)=0.008 P(A*"NB)=0002 P(ANB*)=00495 P (A*NB*)=0.9405

Da &r
P ({”fel diagnos”}) = P (AN B*) + P (A* N B) = 0.0515,

dvs sémre &n om man friskférklarade alla patienter. Vidare

P (A|B) P (B) 0.008
P (BlA) = = = 0.139.
(B4) P(A|B)P(B)+ P (A|B*)P(B*) 0.008 + 0.0495
2
P (B|A¥) = L = 0.002122,

0.002 + 0.9405
och det &r den sista sannolikheten som vi verkligen vill vara sékra pa &r liten.

Introduktion till stokastiska variabler. (3)

En vanlig, symmetrisk sex-sidig tdrning kastas tills en sexa erhalls for forsta gangen. Modell: Varje
térningsresultat dr lika sannolikt sa sannolikheten att fa en sexa p = 1/6. Vidare antar vi att
forsoken ar oberoende. Lat X beteckna antalet tdrningskast som kréavs.

{776 d”} X=1

{"6:a”} X =2

B {76:a7}* {"6:a”} X =3
) {ea”}*< {76:27} X =4
- ’}*<

{767}

De mojliga virdena som X kan anta dr Sx = {1,2,3,...}.
P(X = k) =P ({”k — 1 misslyckade foljt av ett lyckat”}) = (1 —p)*~1p

for k =1,2,.... Ar vi bara intresserade av antalet kast till forsta 6:a kan vi se Sx som ett utfallsrum
med sannolikhet pi, = P (X = k) for de olika utfallen.



