
Minns:

Sats (Multiplikationsprincipen). Antalet sätt att utföra k operationer, där operation i kan
utföras p̊a ni sätt, är

n1 · n2 · · ·nk.

Antalet omordningar (permutationer) av n distinkta element är

n(n − 1)(n − 2) · · · 1 = n! (uttalas ”n fakultet”)

Obs: 0! = 1.

Antalet sätt vi kan välja ut k element bland n distinkta. (Sats 2.8–2.11)

Med
Återläggning

Utan
Återläggning

Med Ordningshänsyn nk n!

(n − k)!

Utan Ordningshänsyn

(

n + k − 1

k

) (

n

k

)

=
n!

(n − k)!k!

MÅ/MO klar. UÅ/MO:

n(n − 1) · · · (n − k + 1) =
n(n − 1) · · · 2 · 1

(n − k)(n − k − 1) · · · 1
=

n!

(n − k)!
.

UÅ/UO: Beteckna talet med nCk. Ordna mängden för att f̊a UÅ/MO:

n!

(n − k)!
= k!nCk ⇒ nCk =

n!

(n − k)!k!
.

Talet
(

n

k

)

=
n!

(n − k)!k!

(utläses ”n över k”) kallas binomialkoefficient och förekommer flitigt i kursen. Tolkningen av det är
antalet sätt som man kan välja ut k element bland n distinkta, utan återläggning och utan hänsyn
till ordning (tag dem i klump). Fallet MÅ/UO visas inte.

Exempel: Antal Lottorader
(

35

7

)

= 6 724 520.

Exempel: Antal pokerhänder
(

52

5

)

= 2 598 960.

Exempel: Antalet olika pizzabeställningar en grupp om 5 personer kan göra (menyn har 40 olika
pizzor) är

(

40−1+5

5

)

= 1 086 008.

Betingad sannolikhet (2.5)

Hur p̊averkar information om att en händelse inträffat sannolikheterna för att andra händelser gör
det?

Introduktion: Dialysterapi. Patienter med hjärtbesvär behandlas med digitalis. Risk för biverk-
ningar (förgiftningar) finns och är sv̊ar att upptäcka i tid. Ett sätt är att mäta koncentrationen av
digitalis i blodet. n = 135 patienter har undersökts. L̊at

A = {”förgiftning”} B = {”hög konc. digitalis”}

1



Patientdata sammanfattas i tabellen

A A∗

B 25 14 39
B∗ 18 78 96

43 92 135

Det finns ett samband mellan uppmätt koncentration av digitalis i blodet och förgiftningsrisken.

För en p̊a måf̊a vald patient har vi

P (A) =
43

135
= 0.319 P (B) =

39

135
= 0.289.

Givet information om att en patient har en förhöjd koncentration av digitalis i blodet har vi istället

P (A|B) =
25

39
= 0.64 6= P (A) = 0.319

Definition: L̊at A, B vara tv̊a händelser med P (B) > 0. D̊a definierar vi att sannolikheten för A
betingat B (”A givet B”), P (A|B), som

P (A|B) =
P (A ∩ B)

P (B)

Om händelsen B inte p̊averkar sannolikheten för att A inträffar s̊a har vi P (A|B) = P (A) och/eller
P (B|A) = P (B). Uttryckt med hjälp av definitionen av betingade sannolikheter

P (A) = P (A|B) =
P (A ∩ B)

P (B)

vilket leder det oss till definitionen:

Definition: A och B är oberoende om P (A ∩ B) = P (A) P (B).

OBS Oförenliga (disjunkta) händelser är ej oberoende!

Anmärkning. Om A och B är oberoende s̊a är A och B∗ oberoende och A∗ och B∗ oberoende.

P (A) = P (A ∩ B) + P (A ∩ B
∗) = P (A)P (B) + P (A ∩ B

∗) .

Allts̊a är
P (A ∩ B

∗) = P (A) (1 − P (B)) = P (A) P (B∗) ,

vilket visar oberoendet mellan A och B∗. Upprepas resonemanget f̊as att A∗ och B∗ är obe-
roende.

Sats (Lagen om total sannolikhet, (2.5)). L̊at B1, B2, . . . , Bn vara en partition av Ω, dvs
Bi ∩ Bj = ∅ d̊a i 6= j, och

⋃n

i=1
Bi = Ω. Vidare, P (Bi) > 0 och l̊at A vara en händelse. D̊a kan A

delas in i disjunkta delar, A =
⋃n

i=1
(A ∩ Bi), och

P (A) =
n

∑

i=1

P (A ∩ Bi) =
n

∑

i=1

P (A|Bi) P (Bi) .

Ur definitionen för betingning f̊ar vi att sannolikheten för snitthändelsen kan beräknas p̊a tv̊a sätt:

P (A ∩ B) =

{

P (A|B) P (B)
P (B|A) P (A)
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Allts̊a kan vi räkna ut

P (B|A) =
P (A|B) P (B)

P (A)
. (1)

Om vi omformulerar P (A) med lagen om total sannolikhet f̊ar vi Bayes sats.

Sats (Bayes sats (2.6)). Under samma antaganden som i 2.5

P (Bi|A) =
P (A|Bi) P (Bi)

P (A)
=

P (A|Bi) P (Bi)
n

∑

i=1

P (A|Bi) P (Bi)

.

Exempel (Sjukdomsdiagnostik): I detta konstruerade exempel l̊at A = {”Diagnos sjuk”} och
B = {”Patient sjuk”}.

P (B) = 0.01 P (A|B) = 0.80 P (A∗|B∗) = 0.95.

Rita träd!

P (A ∩ B) = 0.008 P (A∗ ∩ B) = 0.002 P (A ∩ B∗) = 0.0495 P (A∗ ∩ B∗) = 0.9405

D̊a är
P ({”fel diagnos”}) = P (A ∩ B∗) + P (A∗ ∩ B) = 0.0515,

dvs sämre än om man friskförklarade alla patienter. Vidare

P (B|A) =
P (A|B) P (B)

P (A|B) P (B) + P (A|B∗) P (B∗)
=

0.008

0.008 + 0.0495
= 0.139.

P (B|A∗) =
0.002

0.002 + 0.9405
= 0.002122,

och det är den sista sannolikheten som vi verkligen vill vara säkra p̊a är liten.

Introduktion till stokastiska variabler. (3)

En vanlig, symmetrisk sex-sidig tärning kastas tills en sexa erh̊alls för första g̊angen. Modell: Varje
tärningsresultat är lika sannolikt s̊a sannolikheten att f̊a en sexa p = 1/6. Vidare antar vi att
försöken är oberoende. L̊at X beteckna antalet tärningskast som krävs.

PSfrag replacements

1 − p

1 − p

1 − p

1 − p

{”6:a”}

{”6:a”}

{”6:a”}

{”6:a”}

{”6:a”}∗

{”6:a”}∗

{”6:a”}∗

{”6:a”}∗

p

p

p

p

X = 1

X = 2

X = 3

X = 4

De möjliga värdena som X kan anta är SX = {1, 2, 3, . . .}.

P (X = k) = P ({”k − 1 misslyckade följt av ett lyckat”}) = (1 − p)k−1p

för k = 1, 2, . . .. Är vi bara intresserade av antalet kast till första 6:a kan vi se SX som ett utfallsrum
med sannolikhet pk = P (X = k) för de olika utfallen.

3


