
En kedja där de enda slutna irreducibla delklasserna är absorberande tillst̊and kallas en A-kedja.
D̊a är

E = {A-tillst̊and} ∪ {Genomg̊angstillst̊and} = A ∪ G.

Vi skall för en ändlig A-kedja f̊anga storheter som

1. aij = P (Kedjan absorberas i j givet start i i) = limn→∞ p
(n)
ij .

Notera att aij = 0 för j ∈ G och aij = 0 för i ∈ A d̊a j 6= i.

2. Ti = tiden till absorbtion givet start i i. Ti = 0 för i ∈ A. ti = E [Ti].

Sannolikheterna aij uppfyller

aij =
∑

k

pikakj = pij +
∑

k∈G

pikakj

för alla i ∈ G, j ∈ A.

P̊a matrisform:

P =

[

P GG P GA

P AG P AA

]

=

[

P GG P GA

0 I

]

.

dvs P GA och P GG är överg̊angsmatriserna som f̊as om man bara betraktar överg̊angar g- till
a-tillst̊and respektive g- till g-tillst̊and. D̊a är A = [aij ]i,j en |G| × |A|-matris s̊adan att

A = P GA + P GGA

vilket ger (I − P GG)A = P GA eller

A = (I − P GG)−1P GA.

Med ti = E [tiden till absorbtion|start i i]. För tiderna ti gäller

ti = 1 +
∑

k

piktk = ti = 1 +
∑

k∈G

piktk

för alla i ∈ G. Med t som kolumnvektor f̊as matrisformuleringen

t = 1 + P GGt

eller
t = (I − P GG)−11

där 1 är kolumnvektorn med ettor.

Vi utnyttjande här att för en händelse A definieras det betingade väntevärdet

E [T |A] =
∑

k

kP (T = k|A) .

samt lagen om total förväntan: om A1, . . . , An är händelser som partitionerar ett utfallsrum s̊a är

E [T ] =
∑

k

kP (T = k) =
∑

k

k
∑

j

P (T = k|Aj) P (Aj) =
∑

j

P (Aj)
∑

k

kP (T = k|Aj)

=
∑

j

E [T |Aj ] P (Aj) .

Vi kan tillämpa detta med en initialfördelning p(0). Det obetingade väntevärdet är d̊a

E [Tid till absorbtion] =
∑

j

tjp
(0)
j = p(0)t.
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Stationärfördelning

Om man startar en Markovkedja med fördelning p(0) = π s̊a är

p(n) = p(0)P (n) = p(0)P n.

för n ≥ 0. Om n → ∞ vad händer med p(n)? Kan p(n) konvergera mot en fördelning?

Tidsinvarianta fördelningar:

Definition: En fördelning π kallas för stationärfördelning till en Markovkedja med överg̊angsmatris
P om

π = πP .

Om man en Markovkedja har initialfördelning p(0) = π s̊a är

p(n) = p(0)P (n) = πP n = πPP n−1 = πP n−1 = · · · = πP = π

för alla n ≥ 0. Om p(n) konvergerar måste gränsvärdet vara en stationärfördelning.

Definition: Om
lim

n→∞
p(n)

existerar och inte beror av p(0) sägs Markovkedjan vara ergodisk.

Sats. En tidsdiskret Markovkedja med ändligt tillst̊andsrum har (minst) en stationär fördelning.

Sats. En irreducibel tidsdiskret Markovkedja med ändligt tillst̊andsrum har exakt en stationär
fördelning.

Sats. En aperiodisk irreducibel tidsdiskret Markovkedja med ändligt tillst̊andsrum är ergodisk.
(Gränsfördelningen är den unika stationärfördelningen.)

Definition: För tillst̊and i l̊at
Di = {n : p

(n)
ii > 0}

L̊at di vara den största gemensamma delaren till talen i Di. Talet di kallas periodtiden och om
di > 1 kallas tillst̊andet i periodiskt, annars aperiodiskt.

Satserna kan generaliseras om ”irreducibel” ersätts med att kedjan endast har en sluten irreducibel
delklass. Fler slutna irreducibla delklasser ger fler stationärfördelningar och ingen ergodicitet.

Sats (Ergodicitetens huvudssats). För en ergodisk markovkedja (Xn)n≥0 och en funktion
f : E →

�
är

lim
n→∞

1

n

n
∑

k=0

f(Xk) = E [f(X)]

där X har fördelning π, stationärfördelningen för Markovkedjan.

Sats. För en ergodisk kedja med stationärfördelning π. D̊a är

E [tid mellan tv̊a besök i i] =
1

πi

E [Antal besök i tid i tillst̊and j mellan tv̊a besök i i] =
πj

πi

.
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Bevis: Antag att i är ett tillst̊and i den slutna irreducibla delklassen av tillst̊and och l̊at kedjan
börja i tillst̊and i, dvs. P (X0 = i) = 1.

D̊a är sekvensen T1, T2, . . . av återkomsttider till i en sekvens av oberoende och likafördelade sto-
kastiska variabler. Stora talens lag ger att

lim
k→∞

1

k

k
∑

i=1

Ti = E [Ti] .

L̊at funktionen f(x) = 1 om x = i och 0 annars. Tag X med fördelning π. D̊a är

E [f(X)] = 1 · P (X = i) + 0 · P (X 6= i) = πi

och enligt ergocitetssatsen

πi = lim
n→∞

1

n

n
∑

i=1

f(Xi) = lim
k→∞

k

T1 + · · · + Tk

=
1

E [Ti]
.
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