
En liten insyn i vad standardavvikelsen betyder kan f̊as genom följande.

Sats (Tjebychevs olikhet). För k > 0 är

P (|X − E [X] | > kD (X)) ≤ 1
k2
.

Lemma [Markovs olikhet]: För en positiv stokastisk variabel X gäller att

P (X > c) ≤ 1
c

E [X]

för alla c > 0.

Bevis: (Kontinuerliga fallet)

E [X] =
∫ ∞
−∞

xfX(x) dx =
∫ ∞

0

xfX(x) dx ≥
∫ ∞
c

xfX(x) dx ≥ c
∫ ∞
c

fX(x) dx = cP (X > c) .

Bevis: (Tjebychevs olikhet) Med µ = E [X] är (X − µ)2 en positiv stokastisk variabel och

P (|X − µ| > c) = P
(
(X − µ)2 > c2

)
≤ 1
c2

E
[
(X − µ)2

]
=

V (X)
c2

.

Med c = kD (X) > 0 f̊as satsens p̊ast̊aende.

Räknelagar för väntevärden och varianser

Sats. För konstanter a, b är

E [aX + b] = aE [X] + b V (aX + b) = a2V (X)

Bevis: (diskreta fallet)

E [aX + b] =
∑
k∈SX

(ak + b)P (X = k)

= a
∑
k∈SX

kP (X = k) + b
∑
k∈SX

P (X = k) = aE [X] + b

V (aX + b) = E
[
((aX + b)− E [aX + b])2

]
= E

[
(aX + b− aE [X]− b)2

]
= E

[
a2(X − E [X])2

]
= a2E

[
(X − E [X])2

]
= a2V (X)

Sats. För tv̊a stokastiska variabler X och Y är

E [X + Y ] = E [X] + E [Y ] .

Bevis: (diskreta fallet)

E [X + Y ] =
∑
x∈SX

∑
y∈SY

(x+ y)P (X = x, Y = y)

=
∑
x∈SX

x
∑
y∈SY

P (X = x, Y = y) +
∑
y∈SY

y
∑
x∈SX

P (X = x, Y = y)

=
∑
x∈SX

xP (X = x) +
∑
y∈SY

yP (Y = y) = E [X] + E [Y ] .
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Sats. För tv̊a oberoende stokastiska variabler X och Y gäller

E [XY ] = E [X] E [Y ] .

Bevis: (kontinuerliga fallet)

E [XY ] =
∫ ∞
−∞

∫ ∞
−∞

xyfX,Y (x, y) dx dy =
∫ ∞
−∞

∫ ∞
−∞

xyfX(x)fY (y) dx dy

=
∫ ∞
−∞

yfY (y)
∫ ∞
−∞

xfX(x) dx︸ ︷︷ ︸
E[X]

dy = E [X]
∫ ∞
−∞

yfY (y) dy︸ ︷︷ ︸
E[Y ]

= E [X] E [Y ] .

Exempel: L̊at U1, U2, U3 vara oberoende och likaformigt fördelade p̊a intervallet [0, 1]. D̊a är
fU (x) = 1 för 0 ≤ x ≤ 1 och E [U ] = 1/2.

Av U1 och U2 konstrueras en rektangel med U1 och U2 som sidlängder. Rektangeln har d̊a en
genomsnittlig area

E [U1 · U2] = {oberoende} = E [U1] E [U2] =
1
2
· 1

2
=

1
4
.

Vidare konstrueras en kvadrat med sidlängd U3. Kvadraten har en genomsnittlig area

E
[
U2

3

]
=
∫ ∞
−∞

x2fU (x) dx =
∫ 1

0

x2 · 1 dx =
1
3
>

1
4

s̊a kvadraten har i genomsnitt större area än rektangeln.

Med lineariteten för väntevärden har vi följande beräkningsformel för varianser:

Sats (Steiners sats).
V (X) = E

[
X2
]
− (E [X])2

.

(notera att E [g(X)] 6= g(E [X]).)

Bevis: Med beteckningen µ = E [X] har vi

V (X) = E
[
(X − µ)2

]
= E

[
X2 − 2µX + µ2

]
= E

[
X2
]
− 2µE [X] + µ2 = E

[
X2
]
− µ2 = E

[
X2
]
− (E [X])2

.

Satsen används även ofta för att beräkna E
[
X2
]

fr̊an V (X) och E [X] i bevis:

E
[
X2
]

= V (X) + (E [X])2.

Notera att detta medför att

E [Area kvadrat] = E
[
X2
]

= V (X)︸ ︷︷ ︸
≥0

+(E [X])2 ≥ (E [X])2 = E [Area rektangel]

oavsett sidlängdsfördelningen s̊a länge som rektangelns sidor beskrivs av oberoende stokastiska
variabler.

L̊at (X,Y ) vara en tv̊adimensionell stokastisk variabel och beteckna µx = E [X] och µy = E [Y ].
D̊a är

V (X + Y ) = E
[
(X + Y − E [X + Y ])2

]
= E

[
(X − µx + Y − µy)2

]
= E

[
(X − µx)2 + (Y − µy)2 + 2(X − µx)(Y − µy)

]
= E

[
(X − µx)2

]
+ E

[
(Y − µy)2

]
+ 2E [(X − µx)(Y − µy)]

= V (X) + V (Y ) + 2C (X,Y ) .
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Definition: Kovariansen mellan tv̊a stokastiska variabler X och Y definieras

C (X,Y ) = E [(X − µx)(Y − µy)] .

Variabeln
(X − µx)(Y − µy)

mäter om X och Y tenderar att variera åt samma eller motsatt h̊all. Om X är stor/liten (relativt
µx) och Y samtidigt är stor/liten (relativt µy) s̊a är kovariansen positiv eftersom + · + = + och
− · − = +. Analogt, om X och Y varierar åt motsatt h̊all är kovariansen negativ, + · − = − och
− ·+ = −. Kovariansen mäter linjär samvariation.

Korrelationen (korrelationskoefficienten) är det dimensionslösa linjära samvariationsm̊attet. Den
definieras och betecknas

ρX,Y =
C (X,Y )√
V (X) V (Y )

=
C (X,Y )

D (X) D (Y )
.

Korrealtionskoefficienten uppfyller alltid

−1 ≤ ρX,Y ≤ 1

och |ρX,Y | = 1 om Y = aX + b.

Med linjäriteten hos väntevärden har vi även följande beräkningsformel (jämför med Steiners sats
för varianser)

C (X,Y ) = E [(X − µx)(Y − µy)] = E [XY − µxY − µyX + µxµy]
= E [XY ]− µxE [Y ]− µyE [X] + µxµy = E [XY ]− µxµy.

För oberoende stokastiska variabler är E [XY ] = E [X] E [Y ] s̊a

C (X,Y ) = E [XY ]− µxµy = E [X] E [Y ]− µxµy = 0

och
V (X + Y ) = V (X) + V (Y ) + 2 C (X,Y )︸ ︷︷ ︸

=0

= V (X) + V (Y ) .

Stokastiska variabler (inte nödvändigtvis oberoende) som har C (X,Y ) = 0 (alt. ρX,Y = 0) sägs
vara okorrelerade.

Transformmetoder

För en stokastisk variabel X definieras den momentgenererande funktionen mX(s) = E
[
eXs
]

och,
om X är diskret, den sannolikhetsgenererande funktionen gX(s) = E

[
sX
]
.

Den momentgenererande funktionen gör det lätt att beräkna moment:

E
[
Xk
]

=
dk

dsk
mX(s)

∣∣∣∣
s=0

Motsvarande för den sannolikhetsgenererande funktionen är

dk

dsk
gX(s)

∣∣∣∣
s=1

= E [X(X − 1) · · · (X − k + 1)]

Entydighet: I alla praktiska avseenden gäller att om tv̊a genererande (moment- eller sannolikhet-)
funktioner är lika, mX(s) = mY (s), s̊a har X och Y samma fördelning.

För oberoende stokastiska variabler X och Y är

mX+Y (s) = E
[
e(X+Y )s

]
= E

[
eXs · eY s

]
= E

[
eXs
]

E
[
eY s
]

= mX(s) ·mY (s).

gX+Y (s) = E
[
sX+Y

]
= E

[
sX · sY

]
= E

[
sX
]

E
[
sY
]

= gX(s) · gY (s).
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