En liten insyn i vad standardavvikelsen betyder kan fas genom féljande.

Sats (Tjebychevs olikhet). For k& > 0 ér
1

P (X —E[X]| > kD (X)) < 5.

Lemma [Markovs olikhet]: For en positiv stokastisk variabel X giller att
1
P(X >c¢) < -E[X]
c

for alla ¢ > 0.

Bevis: (Kontinuerliga fallet)

E[X] = /Oo fo(x)dx:/Ooofo(a:)d:cZ/Cooacfx(x)dxZc/:ofx(x)dxch(X>c).

o0

Bevis: (Tjebychevs olikhet) Med = E [X] &r (X — p)? en positiv stokastisk variabel och

V()

P(X = sl > €)= P (X = > ) < E[(X = p?] =

Med ¢ = kD (X) > 0 fas satsens pastaende.

Riknelagar for vinteviarden och varianser

Sats. For konstanter a, b ar

ElaX +b] =aE[X]+b  V(aX +b) =a’V (X)

Bevis: (diskreta fallet)

ElaX +b] = Y (ak+Db)P(X =k)
keSx
= a Y kP(X=k)+b> P(X=k) =aE[X]+b
keSx keESx
V(aX +b) = E[((aX +b)—E[aX +0])’] =E[(aX +b—aE[X]—1b)?]

= E[a*(X —E[X])?] =®E[(X —E[X])?] =a®V (X)

Sats. For tva stokastiska variabler X och Y &r
E[X+Y]=E[X]+E[Y].

Bevis: (diskreta fallet)

EX+Y] = Y Y (@+yP(X=2Y=y)
re€Sx yeSy
= Y )Y PX=2Y=y+ > yY PX=sY=y)
r€Sx yYESy yESy xE€Sx
= > aP(X=a)+ > yP(Y =y) =E[X]+E[Y].
zeSx yESy



Sats. For tva oberoende stokastiska variabler X och Y giller
E[XY]=E[X]E[Y].
Beuvis: (kontinuerliga fallet)

E[XY] - /Z/nyfx,y(%y)dxdy=/Z/nyfx(x)fy(y)dxdy

- / ufy () / rfx(x)dr dy = E[X] / yfy(y)dy = E[X]E[Y].

—_— —— —_——
E[X] EY]

Exempel: Lat Uy, Us, Us vara oberoende och likaformigt fordelade pa intervallet [0, 1]. Da &r
fu)=11f6r0<z<1och E[U]=1/2.

Av U; och Uy konstrueras en rektangel med U; och Us som sidlangder. Rektangeln har da en
genomsnittlig area

E[U; - Us] = {oberoende} = E[U1]E[Us] =

N | —
N —
i~

Vidare konstrueras en kvadrat med sidlangd Us. Kvadraten har en genomsnittlig area
2 o 2 1 2 1 1

E[U3] = P fulx)de= [ z* ldr=->">

0 3 4

—0o0

sa kvadraten har i genomsnitt storre area dn rektangeln.

Med lineariteten for vintevirden har vi foljande berdkningsformel f6r varianser:

Sats (Steiners sats).
V(X) =E[X?] - (E[X])*.

(notera att E[g(X)] # g(E[X]).)
Bevis: Med beteckningen p = E [X] har vi
V (X) E[(X —p)?] =E[X?—2uX + 1i°]
= E[X?] —2uE[X]+p?=E[X?] - p? =E[X?] - (E[X)).

Satsen anviinds &ven ofta fér att beréikna E [X?] fran V (X) och E [X] i bevis:
E[X7] = V() + (E[X))

Notera att detta medfor att

E [Area kvadrat] = E [X?] = V (X) +(E[X])?® > (E[X])? = E[Area rektangel]
>0

oavsett sidlingdsfordelningen sa linge som rektangelns sidor beskrivs av oberoende stokastiska
variabler.
Lat (X,Y’) vara en tvadimensionell stokastisk variabel och beteckna p, = E[X] och pu, = E[Y].
Da ar

V(X+Y) = (X+Y —EX+Y)])?] =E[(X —pa +Y — )7
(X — Nac)Q + (Y - ,UJy)2 +2(X — pa) (Y — :U’y)]
(X = p1)?] + E[(Y = p1y)?] + 2E[(X = 1) (Y = )]
X)+V(Y)+2C(X,Y).
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Definition: Kovariansen mellan tva stokastiska variabler X och Y definieras

C(X,Y) = E[(X = pa) (Y — py)] -

Variabeln

(X = pa) (Y = pay)
méter om X och Y tenderar att variera at samma eller motsatt hall. Om X &r stor/liten (relativt
i) och Y samtidigt &r stor/liten (relativt u,) sa dr kovariansen positiv eftersom + - + = + och
— - — = +. Analogt, om X och Y varierar at motsatt hall &r kovariansen negativ, + - — = — och
— -+ = —. Kovariansen méter linjdr samvariation.

Korrelationen (korrelationskoefficienten) ér det dimensionslésa linjira samvariationsmattet. Den

definieras och betecknas
C(X,Y) C(X,Y)

Py N VYY) D) DY)

Korrealtionskoefficienten uppfyller alltid

—1<pxy <1
och [pxy|=1lomY =aX +0.

Med linjériteten hos véntevirden har vi dven foljande berékningsformel (jamfor med Steiners sats
for varianser)

C(X,Y) = E[(X —p)(Y —py)l = E[XY — p1aY — 11y X + piopuyy]
= E[XY] - B [Y] = pyE[X] + popy = E[XY] = piapy.

For oberoende stokastiska variabler &r E [XY] = E[X]E[Y] sa
C(X,Y)=E[XY]— popy =E[X]E[Y] — ptapty =0

och
VIX+Y)=VX)+ V) +2C(X,Y)=V(X)+V(Y).
=0
Stokastiska variabler (inte nodvéndigtvis oberoende) som har C(X,Y) = 0 (alt. px,y = 0) ségs
vara okorrelerade.

Transformmetoder

For en stokastisk variabel X definieras den momentgenererande funktionen mx(s) = E [eXS] och,
om X &r diskret, den sannolikhetsgenererande funktionen gx(s) = E [SX}.

Den momentgenererande funktionen gor det latt att berikna moment:
R A

E| X" = —mx(s

[ ] dsk X( ) a0

Motsvarande for den sannolikhetsgenererande funktionen &r
dk

—gx(s

ds* 9x(s)

—EX(X—1)-- (X —k+1)]

s=1

Entydighet: I alla praktiska avseenden géller att om tva genererande (moment- eller sannolikhet-)
funktioner &r lika, mx(s) = my(s), sd har X och ¥ samma férdelning.

For oberoende stokastiska variabler X och Y ar

My (s) = E [ —E[eX ] = E[eX] E[e"*] = mux(s) - my (s).

grev(s) = E [ = B[ -] = E [ E[+"] = gx(s) - v (9).



