Normalférdelningen

En stokastisk variabel X sdgs vara normalfordelad med parametrar g och ¢ > 0 om

Fe(a) = pele 2
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for alla x. Lds gérna beviset 1 boken att detta dr en giltig tdthet, dvs. integrerar sig till 1. Kodbe-
teckning X &r N(u, o).

Detta ar tvivelsutan en av de viktigaste fordelningarna. En av anledningarna &r att den har en
rad trevliga matematiska egenskaper, men framfor allt, det viktiga resultat som gar under namnet
Centrala grinsvirdessatsen som siiger att summor av (oberoende och likaférdelade) stokastiska
variabler ar approximativt normalférdelade.

Fordelningen &r symmetrisk runt p sa alltsa dr parametern p ingenting annat &n véintevérdet,
E[X] = p.

En normalférdelad stokastisk variabel har momentgenererande funktion
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Forutom att denna momentgenererande funktion entydigt bestimmer fordelningen sa kan man
utnyttja den for att bestimma momenten:
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det vill séiga V (X) = E [X?] — (E[X])? = 02

Fordelningsfunktionen f6r en normalférdelad stokastisk variabel X

(@—)?/20% g,

Fx(t)—P(Xﬁt)—/;fx(»’c)dm—/;

1

e
2o
finns inte pa nagon sluten form. Vi skall se hur vi kan klara oss med med fallet 4 =0, o = 1.

Sats. Lat X4,...,X,, vara en sekvens av oberoende, normalférdelade stokastiska variabler, och
ai,...,a, och b konstanter. Da &r

Y= Xqg+ - +a X, +0b



normalférdelad, Y dr N(p, o), med vintevirde
u=E[Y]=E[mX1+ - +a, X, +b =aE[X3]+ - +a,E[X,]+D
och varians
2 =VY)=a?V (X)) +---+d’V(X,).
Bevis: Y har momentgenererande funktion
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Alltsa,

Y ar N (alE [X1]+ -+ anE[X,] + b, \/a§V(X1) +---+a2V (X,L))

och linjarkombinationer av oberoende normalfordelade stokastiska variabler &r normalférdelade
med ratt vénteviarde och rétt varians.

Om X &r N(u, o) sa har

véntevirde E[Z] = E {%} = L(E[X] — ) = 0 och varians V (Z) = £V (X) = 1. Satsen stiger

att Z &r normalférdelad och )
2
x) = e /2 = o(2).
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En normalfordelad s.v. med véntevirde 0 och varians (standardavvikelse) 1 ségs vara standardnor-
malfirdelad. Dess tithetsfunktion betecknas av Blom med ¢(x) och dess fordelningsfunktion med

O(z) =P (Z <x).

Notera att

Fx(x)P(ng)P(X;“ gx;“> <I><“””2“>.

Sa for att rikna ut fordelningsfunktionens virde i en punkt for en godtycklig normalférdelning
oversédtter vi den till motsvarande punkt for en standardsnormalférdelning. Funktionen & finns
tabulerad i formelsamlingen.

I formelsamlingen finns dven N(0, 1) vanliga kvantiler till fordelningen tabulerade.

Sats (Centrala grinsvirdessatsen (CGS)). Lat X;, Xo,... vara en sekvens av oberoende,
likaférdelade stokastiska variabler med véntevirde p och standardavvikelse . Da géller att
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har vintevarde 0 och standardavvikelse 1 for alla n.

Notera att variabeln

Man anvédnder konvergensen for att séga att



ar approximativt N(0, 1), eller

approx

Z X; dr N(un,v/no)
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for stora viarden pa n, dvs summor av stokastiska variabler dr approximativt normalférdelade.

Hur stort n skall vara for att approximationen skall vara bra beror pa fordelningen for de stokastiska
variablerna. Symmetriska fordelningar konvergerar snabbare én assymetriska.

Binomialférdelning och dess sldktingar
Genomgaende modellsituation: Betrakta oberoende forsck déir vid varje férsok det finns en sanno-
likhet p att en hiindelse A intréffar.
Lat X beteckna antalet ganger man far gora forsoket tills man ser att A intréaffar for forsta gangen.
Da ar X for forsta gangen-fordelad, skrivet X ar fig(p), om

P(X=k)=0-p)rtp, k=123,...

for k=1,2,3,.... Vi bestimmer den momentgenererande funktionen till X
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Detta ger

V(X)=E[X?] - (E[X])*= 1p_2p’



