TENTAMEN 15B1580 RISKVARDERING OCH RISKHANTERING FOR F4 OCH
I3 MANDAGEN DEN 22 AUGUSTI 2005 KL 14.00-19.00.

Examinator: Filip Lindskog, tel. 790 7217, e-post: lindskog@math.kth.se
Tillatna hjdlpmedel: Inga.

Inforda beteckningar skall forklaras och definieras. Resonemang och utrakningar
skall vara sa utforliga att de ar latta att folja.

Resultatet anslas senast fredagen den 9 september 2005 pa Matematisk statistiks
anslagstavla i entréplanet, Lindstedtsvagen 25, rakt fram innanfor porten.

Varje korrekt 16sning ger tio podang. Gransen for godkant ar preliminéart 25 poéng.
Tentamen kommer att finnas tillgdnglig pa elevexpeditionen sju veckor efter skriv-

ningstillfallet.

LyckA TILL!

Problem 1

You hold a portfolio consisting of a long position of @ = 5 shares of stock A. The
stock price today is S = 100 SEK. The daily log return X of stock A from today
until tomorrow is assumed to be normally distributed with zero mean and standard
deviation 0 = 0.1. Let L be the portfolio loss from today until tomorrow.

(a) What values can L take? (1p)
(b) Find the function f such that L = f(X). (3 p)
(c) Compute VaRggo(L). (6 p)

You may use that Fy'(0.99) ~ 0.23 and the information in Figure 1.

Problem 2

You hold the same portfolio as in Problem 1. You decide to keep your portfolio
for 100 (trading) days before deciding what to do with the portfolio. The daily log
returns are assumed to be independent and normally distributed with mean zero
and standard deviation o = 0.1.

(a) Compute VaRgg9(L100), where Ligy denotes the loss from today until 100 days
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Figure 1: Plot of the function e* for z € [—0.5,0.5].
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Figure 2: Plot of the function e® for x € [—3, 3].
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from today. (6 p)

(b) Compute VaRgg9(L$y), where L, denotes the corresponding linearized 100-
day loss. (4 p)

You may use that F,'(0.99) ~ 2.3, where Z is normally distributed with mean
zero and standard deviation one, and the information in Figure 2.

Problem 3

The random vector X = (X7, X5)" has an elliptical distribution with mean F(X) =
p and covariance matrix Cov(X) = X. It holds that

E(B(X—b)):<8) and Cov(B(X—b)):((l) ?)

b:(;> and B:<_11 _21).

Compute the mean and covariance matrix of X, i.e. determine g and . (10 p)

where

Problem 4

Let X and Y represent losses in two lines of business (losses due to fire and car acci-
dents) of an insurance company. Suppose that X and Y are independent. Suppose
that X has the Pareto distribution P(X <z) =1—2"% for z > 1 and o > 0, and
that Y is a positive random variable with E(Y") < oo for every k > 0.

Compute lim, o P(X >z | X +Y > z) and interpret the result. (10 p)

Hint: You may use Markov’s inequality: P(Y > y) < E(Y?®)/y** for every y > 0.

Problem 5

A bank has a loan portfolio of 100 loans. Let Xj be the default indicator for loan k
such that X; = 1 in case of default and 0 otherwise. The total number of defaults
iSN:X1+"'+X100.

(a) Suppose that Xi,..., Xjp0 are independent and identically distributed with
P(X; =1) =0.01. Compute E(N) and P(N = n) for n € {0,...,100}. (2 p)

(b) Consider the risk factor Z which reflects the state of the economy. Suppose
that conditional on Z, the default indicators are independent and identically dis-
tributed with P(X; =1 | Z) = Z, where

P(Z=0.01)=09 and P(Z=0.11) =0.1.
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Compute E(N). (4 p)

(c) Consider the risk factor Z which reflects the state of the economy. Suppose
that conditional on Z, the default indicators are independent and identically dis-
tributed with

P(X,=1]|2)= 2",

where Z is uniformly distributed on (0,1). Compute E(N). (4 p)
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Problem 1
(a) L € (—o0,500] with probability 1.

(b) L = —aSy(eX — 1) = —500(e® — 1) (see lecture notes). Hence, f(z) =
~500(¢" — 1).

(c) We have VaR, (L) = F; *(u) and Fy,(F; ' (u)) = u.

Fi(l)

P(—500(e” —1) < 1)
P(eX > 1—1/500)

P(X > In(1 —1/500))
1 — Fy(In(1 — 1/500)).

Hence,
1 — Fx(In(1 — F; '(u)/500)) =
& In(1— F; ' (u )/500) Fi'(1 —u)
& 1= F7Y(u)/500 = efx (0-v)
& il (u )—500(1—e X' (1w,
Since X is symmetric about 0 we have F'(1 —u) = —F5'(u). Hence, F;'(u) =

500(1 — e~Fx' ). Using that F1(0.99) ~ 0.23 and with the help of Figure 1,

F71(0.99) = 500(1 — e~ Fx (0:99))
~ 500(1 — e 023) ~ 500(1 — 0.8) = 100.

Hence, VaRg go(L) ~ 100 SEK.

Problem 2
We have

Ligp = —aSp(e™0 1),
where Xjgp is the 100-day log return. Notice that

XlOO = ln 5100/30 = lIl 5100 — hl S()
=1InS;/So+ -+ In S0/ S,

i.e. Xqgo is a sum of 100 independent normally distributed random variables with
mean zero and standard deviation 0.1. Hence, X109 = Z, where Z is normally dis-
tributed with zero mean and standard deviation one.
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(a) As in Problem 1 we have
VaR().gg(Lloo) = 500(1 — €_FZ_1(0'99))
~ 500(1 — e~ 29).

Using Figure 2 we find that e72% = 1/e*3 ~ 0.1. Hence, VaRqg9(L100) ~ 500(1 —
e 23) &~ 450.

(b) We have L%, = —500Z. Hence, VaRqg9(L5,) = 500F,1(0.99) ~ 500 - 2.3 =
1150. One sees that using the linearized loss here gives a very bad risk estimate.

Problem 3
Set Y = B(X — b). Standard matrix inversion yields

o (12
(1),

Since X = b + B7YY, we find that

2
Cov(X) = Cov(B™'Y) = B 'Cov(Y)(B Y)Y = BB H)?!

(1) (2)=(52)

Problem 4
We have, for every € € (0,1) and = > 0,

E(X)=b+BE(Y)=b= ( 1),

PX+Y>z)=PX+Y >z, X>1—-¢))+PX+Y >z, X <(1—-¢)x)

<PX4Y >z, X>1—-¢e)x)+P(X+Y >2,Y > ex)
<P(X >(1—-¢)x)+PY >ex).
Hence,
P(X+Y > )
1= P(X > x)
P(X>(1-¢)z) P >ex)
- PX>ux P(X > z)
P(X > (1—¢)x) E(Y?®)
P(X > x) (ex)?*P(X > )

- (1—-¢)""4+0
as x — 00. Since this is true for every ¢ € (0, 1), choosing ¢ arbitrarily small gives

. P(X+Y >0
lim
T—00 P(X > x)

= 1.
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Hence,

PIX >z, X+Y >ux)
Iim P(X >z | X4+Y >2)=1li -
Jim P(X > 2 [ X +Y > ) = lim P(X+Y > )

_ P(X > z)
= lim =
T—00 P(X +Y > :L’)

If the insurance company suffers a large loss, it is likely that this is due to a large
loss in the fire insurance line only.

Problem 5
(a) We have N ~ Binomial(100,0.01). Hence, E(N) = 100-0.01 =1 and

1
( 00) 0.01"0.991%0~"
n

(b) We have N | Z ~ Binomial(100, Z). Hence,

P(N =n)

E(N) = E(E(N | 2)) = E(100Z) = 100E(Z)
= 100(0.01 0.9 + 0.11-0.1) = 0.9 + 1.1 = 2.

(c) We have N | Z ~ Binomial(100, Z). Hence,

E(N)=E(E(N | Z)) = BE(100Z°) = 100E(Z?)
=100-0.1 = 10.



