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Abstract

This thesis is focused on the Occupational Pension, an important part of the
retiree’s total pension. It is paid by private insurance companies and determined by
an annuity divisor. Regression modeling of the annuity divisor is done by using the
monthly paid pension as a response and a set of 24 explanatory variables e.g. the
expected remaining lifetime and advance interest rate. Two machine learning algo-
rithms, artificial neural networks (ANN) and support vector machines for regression
(SVR) are considered in detail. Specifically, di↵erent transfer functions for ANN
are studied as well as the possibility to improve the SVR model by incorporating
a non-linear Gaussian kernel. To compare our result with prior experience of the
Swedish Pensions Agency in modeling and predicting the annuity divisor, we also
consider the ordinary multiple linear regression (MLR) model. Although ANN, SVR
and MLR are of di↵erent nature, they demonstrate similar performance accuracy.
It turns out that for our data that MLR and SVR with a linear kernel achieve the
highest prediction accuracy. When performing feature selection, all methods except
SVR with a Gaussian kernel encompass the features corresponding to advance in-
terest rate and expected remaining lifetime, which according to Swedish law1 are
main factors that determine the annuity divisor. The results of this study confirm
the importance of the two main factors for accurate modeling of the annuity divi-
sor in private insurance. We also conclude that, in addition to the methods used in
previous research, methods such as MLR, ANN and SVR may be used to accurately
model the annuity divisor.

1Swedish law: 5 kap. 12 § lagen (1998:674) om inkomstgrundad ålderspension
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Sammanfattning

Denna uppsats fokuserar p̊a tjänstepensionen, en viktig del av en pensionärs
totala pension. Den utbetalas av privata försäkringsbolag och beräknas med hjälp
av ett s̊a kallat delningstal. Regressionsmodellering av delningstalet görs genom
att använda den månatliga utbetalda pensionen som svar och en uppsättning av 24
förklarande variabler s̊asom förväntad återst̊aende livslängd och förskottsränta. Tv̊a
maskininlärningsalgoritmer, artificiella neuronnät (ANN) och stödvektormaskiner
för regression (SVR) betraktas i detalj. Specifikt s̊a studeras olika överföringsfunk-
tioner för ANN och möjligheten att förbättra SVR modellen genom att införa en
ickelinjär Gaussisk kärna. För att jämföra v̊ara resultat med tidigare erfarenhet fr̊an
Pensionsmyndigheten vid modellering och förutsägande av delningstalet studerar vi
även ordinär multipel linjär regression (MLR). Även om ANN, SVR och MLR är av
olika natur p̊avisar dem liknande noggrannhet. Det visar sig för v̊ar data att MLR
och SVR med en linjär kärna uppn̊ar den högsta noggrannheten p̊a okänd data. Vid
variabel urvalet omfattar samtliga metoder förutom SVR med en Gaussisk kärna
variablerna motsvarande förväntad återst̊aende livslängd och förskottsränta som
enligt svensk lag är huvudfaktorer vid bestämning av delningstalet. Resultatet av
denna studie bekräftar betydelsen av huvudfaktorerna för noggrann modellering av
delningstalet inom privat försäkring. Vi drar även slutsatsen att utöver metoderna
som använts i tidigare studier kan metoder s̊asom ANN, SVR och MLR användas
med framg̊ang för att noggrant modellera delningstalet .
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1 Introduction

1.1 Background

In Sweden the Swedish Pensions Agency2 handles the pension for retirees. In 1913 the
Swedish parliament decided to introduce the national pension system in Sweden for the
first time. It was also the first pension system in the world entitled to all residents in the
country. There has been many changes and in 1990 we got a complete pension system
that has been used till today. In Sweden the retirement age is 65 but residents can retire
once they are 61 years old. The older they are the higher pension they will receive at
retirement.

The pension consists of three main parts, Public Pension3, Occupational Pension4 and
Private Pension5. Public Pension consists of two parts, Notional Defined Contribution
NDC 6 and Financial Defined Contribution FDC 7 are calculated by the Swedish Pensions
Agency and Occupational Pension by private insurance companies. An illustration of this
can be seen in Figure 1.

In 1994 the Swedish parliament introduced the annuity divisor to determine the yearly
pension for retirees. The yearly pension is calculated by dividing the total pension by
the annuity divisor. The Swedish Pensions Agency clearly states the use of the annuity
divisor to determine the Public Pension. However, within the Occupational Pension, every
private insurance company is free to define their own annuity divisor which is optional
to publish. Although a lot of information about private insurance companies is available
through the website of KFB8. It is therefore possible to approximate how the annuity
divisor is formulated using said data.

Figure 1: Pension schemes in Sweden [1]

2Sw. Pensionsmyndigheten
3Sw. allmän pension
4Sw. tjänsterpension/avtalspension
5Sw. eget sparande till pension
6Sw. inkomst pension
7Sw. primär pension or Premium Pension
8Konsumenternas Försäkringsbyr̊a
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1.2 Problem Formulation

By Swedish law the annuity divisor should be based on two main factors, life expectancy
at the time of retirement and an advance interest rate. Furthermore, there exist many
other variables that might influence the annuity divisor such as return rates and adminis-
trations fees. On the website of KFB many di↵erent tables of various features that private
insurance companies may use to formulate their annuity divisor can be accessed.

There are three main tasks to consider. The first one is to study which variables have
the most impact on the annuity divisor. The second one is to obtain the most parsimonious
model for the annuity divisor, i.e. a simple model with high explanatory and predictive
power. The last question to be answered is whether the features life expectancy and
advance interest rate have a major impact on the annuity divisor.

2 Available Data

In Sweden 9 out of 10 employees have right to Occupational Pension from their Collective
agreement9. One who does not have an Occupational Pension will get lower pension when
retired. The yearly pension for a retiree depends on which employment contract he has.
There exist 7 di↵erent types of employment contracts:

• ITP1: employment contract for civil servants who are born after 1979.

• ITP2: employment contract for civil servants who are born before 1979.

• SAF-LO: employment contract for private workers.

• AKAP-KL: employment contract for municipality and county employees who are
born after 1986.

• KAP-KL: employment contract for municipality and county employees.

• PA-KFS-09: employment contract for municipality employees who are born after
1954.

• PA-03: employment contract for State employees.

2.1 Selected data

On the website of KFB the information about these 7 types of employment contracts is
available for everyone. For every type of contract there are about 10-20 private insurance
companies and for every company there are about 65 observed values that can potentially
a↵ect their annuity divisor. Every type of value is studied in order to decide which ones
are most likely to be included in the calculation of the annuity divisor in private insurance
companies.

After reading carefully about all 65 various types of values, what they mean and how
they are used in the pension system, 17 of them are chosen to constitute the database for
the investigation. Below are some of our most important rules to select features:

9Sw: kollektivavtal
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• Many features are constant over all observations which makes it reasonable to as-
sume that they do not have any impact on the annuity divisor. Such features are
therefore excluded from the database.

• Only features with no missing values are considered.

• Features that cannot be properly represented numerically such as names are ignored.

The selected 17 features are denoted and explained in Table 1. Later when we model
employment contracts we will add 7 additional features, hence the enumeration of the
variables starts at 8.

There are three di↵erent responses for every observation: monthly pension at 65 years,
75 years and 85 years i.e. how much pension a retiree will get every month if he decides
to retire at 65 years, 75 years or 85 years. Every month the employer pays 4-5%10 of
the salary to the total Occupational Pension amount. This means that the monthly
pension amount is dependent on the previous salaries of the retiree. Let c denote the
total Occupational Pension amount in hundreds of thousands Swedish crowns (sek). To
account for this dependency KFB uses c = 500 when calculating the monthly pension at
age of retirement 65 years, 75 years and 85 years. To get more comprehensible numbers
and to create responses that are approximately independent of the assumption c = 500
we divide the observed monthly pension by c to define the standardized responses y

(65),
y

(75) and y

(85) as shown in Table 2. This means that e.g. y

(65) is defined as the monthly
pension at retirement age 65 divided by c. When we want to keep the age of retirement
unspecified the response is simply denoted by y.

The yearly pension is determined by dividing the total pension by the annuity divisor.
Thus the annuity divisor can be calculated by dividing the total pension by the yearly
pension. The Occupational Pension is paid equally every month thus the yearly pension is
determined by multiplying the monthly pension with 12 months. Therefore, the annuity
divisor D for every retirement age used in private insurance companies can be estimated
as

D

(65) =
1000c

12cy(65)
=

1000

12y(65)
, D

(75) =
1000

12y(75)
, D

(85) =
1000

12y(85)
. (1)

This means that your monthly pension is calculated as 250c

3D

.

10Information taken from https://www.pensionsmyndigheten.se/forsta-din-pension/

tjanstepension/ta-reda-pa-om-du-har-tjanstepension
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Table 1: The selected features

Feature Name Unit Comment
x

8

Expected Remaining Lifetime at Year 65 years
x

9

Advance Interest Rate % expected future interest rate
x

10

Fixed Annual Fee h
x

11

Return in 2017 %
return from investments
of pension savings

x

12

Return in 2016 %
x

13

Return in 2015 %
x

14

Return in 2014 %
x

15

Return in 2013 %

x

16

Move Fee h fee to move pension savings to
another insurance company

x

17

Insurance Fee %

x

18

Insurance yes/no
some part of pension savings
is insured

x

19

Old Savings Covered yes/no
new fees are applied to old
pension savings

x

20

Free Consulting yes/no

x

21

Fund Management Fee %
insurance company’s fee for
managing pension funds

x

22

Asset Management Fee %
insurance company’s fee for
managing pension assets

x

23

Expected Remaining Lifetime at Year 75 years see section 2.2
x

24

Expected Remaining Lifetime at Year 85 years see section 2.2

Table 2: The responses using c = 500

Feature Name Unit
500y(65) Monthly pension at retirement age 65 sek/month
500y(75) Monthly pension at retirement age 75 sek/month
500y(85) Monthly pension at retirement age 85 sek/month

2.2 Life Expectancy Modeling

We would like to know what happens to y

(65), y(75) and y

(85) if a change is made in x

8

. Let
the expected remaining lifetime at age x be denoted by l(x) and the total amount paid
to a retiree that retires at age x by c(x). Note that the total amount paid is proportional
to the remaining lifetime multiplied by the monthly pension e.g. c(75) / l(75)y(75). Note
that l(65) = x

8

and that every private insurance company chooses their own value for
x

8

. We assume that the choice of x
8

has an impact on l(75) and l(85) but not on c(x)
meaning the total amount paid remains. If we then adjust l(65) = x

8

to l

⇤(65) we will
get new values for l(75) and l(85) denoted by l

⇤(75) and l

⇤(85) and analogously for y(65)⇤,
y

(75)⇤ and y

(85)⇤. Since we want c(x) to be independent of x
8

we can obtain for instance
y

(75)⇤ = l(75)

l

⇤
(75)

y

(75).

The mortality rate at age x denoted by u(x) is sometimes assumed to be exponential

9



at the middle age and above11. Data for u(x) in the US has been collected in [2] and
is displayed in Figure 2. We will now investigate if we can model u(x) as exponential

for x � 40. To do this we will fit the approximative model û(x) = �̂

0

e

ˆ

�1x to the data.
By taking the logarithm we get log u(x) = log �̂

0

+ �̂

1

x. An ordinary least squares fit of
this can be seen in Figure 3 where �̂

1

= 0.084912 displaying an almost perfect fit. The
exponential assumption is therefore reasonable. We will from now on use u(x) = ↵e

0.085x.
Additionally we assume this formula holds in Sweden as well. We also assume that the
change in expected remaining lifetime l(x) is proportional to the change in mortality rate
u(x) i.e. l0(x) / u

0(x). This means we can model l(x) = ae

0.085x+ b. We use l(40) = 43.4,
l(50) = 33.83 and l(90) = 4.155 as fixed points. Each l(·) is taken as the average of the
expected remaining lifetime between males and females in Sweden using data from SCB12

2017.
Given a value for l

⇤(65) we can then with linear regression approximate numerical
values for a and b to obtain l

⇤(x). Then it is possible to evaluate l(75), l(85), l⇤(75) and
l

⇤(85) (which correspond to the regressors x
23

and x

24

) to obtain y

(65)⇤, y(75)⇤ and y

(85)⇤.
All contract types are combined in the tables shown in Appendix A.1. While in

Appendix A.2 new data points for ITP2 have been generated by adjusting x

8

which with
the methodology above implies new values for x

23

, x
24

, y(65), y(75) and y

(85).

0 10 20 30 40 50 60 70 80 90 100

x

0

0.05

0.1

0.15

0.2

0.25

0.3

u
(x

)

Figure 2: Data from [2] displaying the mortality rate u(x) as a function of the age x

11This is known as the Makeham formula
12Statistiska Centralbyr̊an
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Figure 3: Data from [2] displaying the log mortality rate log(u(x)) as a function of the age
x together with a linear least squares fit that illustrates the high accuracy of the model

3 Mathematical Modeling

3.1 Regression Analysis

To limit the scope of methods we consider only methods that yield parametric models. A
parametric model contains a finite number of parameters or weights that are determined
by minimizing some error on the data set. The final model contains the model assumption
and numerical parameter values. An advantage of such a model is that it is better suited
for quantitative analysis compared to a nonparametric model. Unlike nonparametric
models, parametric models can be explicitly defined as mathematical functions to enable
e.g. di↵erentiation and integration.

We will not model the annuity divisor D directly but instead the scaled monthly
pension y. Suppose the true relationship is

y = f(x,�) + ✏, (2)

where x is the p-dimensional feature vector, � is a vector of the unknown model param-
eters and ✏ is an error term which in some cases are assumed to be normally distributed.
The idea is then to find an approximate model f̂(x, �̂) that as closely as possible follows
the true model f(x,�), i.e.

f̂(x, �̂) ⇡ f(x,�), (3)

by using the data set of n observations (x
i

, y

i

), i = 1, . . . , n. We have a choice to model
all employment contracts separately or simultaneously. If we model them separately we
will have to fit f̂(·) to 7 di↵erent data sets each corresponding to a contract of type C

i

.
In that case we will have in its general form

y = f(x
8

, . . . , x

24

,�) + ✏. (4)

To model all contract types simultaneously we will introduce 7 additional regressors as
seen in Table 3 and the general form is

y = f(x
1

, . . . , x

24

,�) + ✏. (5)
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Keep in mind that we also have three di↵erent ages of retirement and each age will require
their own model. We will only fit Equation (4) to ITP2 but for all three retirement ages
while Equation (5) will be fitted to all contract types simultaneously.

Three di↵erent approaches of estimating the model function f(·) are considered, arti-
ficial neural networks (ANN), support vector machines for regression (SVR) and multiple
linear regression (MLR). Each method will be covered in separate sections but first we
will look at an overview of their key di↵erences.

Table 3: Employment’s contract binary features

Feature Name Unit
x

1

ITP1 - C
1

yes/no
x

2

ITP2 - C
2

yes/no
x

3

SAF-LO - C
3

yes/no
x

4

AKAP-KL - C
4

yes/no
x

5

KAP-KL - C
5

yes/no
x

6

PA-KFS-09 - C
6

yes/no
x

7

PA-03 - C
7

yes/no

3.2 Machine Learning Algorithms vs MLR

ANN, SVR and MLR are all parametric models where the parameters are optimized over
the data set. In MLR the model f̂(x, �̂) is defined such that the regression coe�cients
appear linearly. For all these approaches an error is defined on the data set and the
coe�cients are chosen such that the error is minimized. Di↵erent error measures are
considered in Section 3.3.

The simplicity of the MLR assumption makes the optimization of the regression pa-
rameters straightforward and is done in one step. Additionally, under normality assump-
tion of the error term, statistical inferential procedures are available. On the other hand
machine learning algorithms such as ANN and SVR are rather complex, especially ANN
which is nonlinear in the model parameters.

When designing the models the risk of overfitting must be kept in mind. Overfitting
is when the model function follows the data set too closely and not the general pattern
meaning that it will perform badly when new data is introduced. How this is countered in
each of the methods will be discussed later in their corresponding section. We will specify
some pros and cons of the methods.

Ordinary MLR:

+ Full control over model assumptions.

+ Can create a relatively simple model that is easy to understand and work with e.g.
the derivative may be easy to compute.

+ Due to the normality assumption of the random error standard statistical inferences
can be performed.

- Hard to find a high accuracy model when the underlying function f(x) is non-linear.
One may have to transform both the response and the features. Some experience
may be required.

12



- To avoid overfitting, one has to be careful not to introduce too many variables.
There is not a clear predetermined limit of what is meant by ”too many” variables
but if p > n the inversion of the design matrix, i.e. (XTX)�1, does not exist and
therefore the regression coe�cients can not be determined.

- If one wants to make statistical inferences validation of the normality assumption
has to be made.

ANN:

+ High accuracy.

+ Can essentially follow an arbitrary function f without too much design e↵ort.

+ Easily extended to vector valued output. This is useful if we want to model y(65),
y

(75) and y

(85) simultaneously.

+ Not as sensitive to the number of features due to the large amount of model param-
eters also known as the ”large p small n setting”.

- Less control over model assumptions.

- Nontrivial model assumption that may be di�cult to work with.

- Unpredictable results due to weight initialization and data partitioning.

- Highly nonlinear optimization which cause high computational complexity.

- Not suited for statistical inference to conclude something about the estimation un-
certainty.

SVR:

+ High accuracy.

+ Can essentially follow an arbitrary function without too much design e↵ort.

+ The parameter optimization can be formulated as a quadratic program.

- A suitable kernel function must be found. Sometimes a simple linear kernel will
su�ce.

- Additional observations may introduce additional support vectors meaning the model
may grow with the amount of observations.

- Not suited for statistical inference to conclude something about the estimation un-
certainty.

We consider training ANN on two data sets using the three responses y(65), y(75) and
y

(85). One data set for ITP2 found in Appendix A.2. The second data set for all types
of contracts found in Appendix A.1. MLR and SVR will be trained on the data set for
all employment contracts using only the response y

(65). The reason why we study these
two data sets is to see if we can explain all contracts simultaneously or if there should be
di↵erent models for each contract type.

13



3.3 Evaluation of the Model Performance Accuracy

When numerical values for the parameters of a regression model �̂ has been determined
the performance of the model f̂(x, �̂) can be evaluated in many di↵erent ways. Imagine we
have n samples in the data set and let the ith sample have feature values x

i

. Furthermore,
let f̂(x

i

, �̂) = ŷ

i

and the corresponding target be denoted by y

i

. Some common error
measures for function approximation are

MSE =
1

n

nX

i=1

(y
i

� ŷ

i

)2, MAE =
1

n

nX

i=1

|y

i

� ŷ

i

|, RMSE =
p

MSE. (6)

If the response is a vector, the error is then calculated elementwise and averaged. MSE
is shorthand notation for mean square error while MAE stands for mean absolute error.
The MSE is better suited for di↵erentiation than MAE. It may be good to keep in mind
that MSE is more sensitive to outliers than MAE. While MSE may be easier to work with
MAE is often easier to interpret. RMSE stands for root mean square error and serves
the same purpose as MSE except that it has the same unit as the output unlike MSE
which has the unit in square. A common measure that is used in the MLR setting is the
coe�cient of determination R

2 defined as

R

2 = 1�
SS

Res

SS
T

, SS
Res

=
nX

i=1

(y
i

� ŷ

i

)2, SS
T

=
nX

i=1

(y
i

� ȳ)2, (7)

where ȳ is the mean of the response. Observe that R2

2 [0, 1] and should be maximized.

3.4 Cross Validation

For a lot of regression and machine learning techniques the error on the data set used for
training, i.e. training error, can in practice be reduced to zero. For instance in MLR you
can introduce as many regression coe�cients as observations to obtain a perfect fit. In
such a case overfitting has most likely occurred. Therefore, only looking at the training
error can be misleading. What one really wants to know is how well the model performs
in the future on new data, i.e. how well the method generalizes. The error on new unseen
data is referred to as the test error. A method with a smaller test error is generally
preferred. There are two main issues connected to determining the test error. Firstly
obtaining new data may be di�cult or sometimes even impossible therefore the data set
is usually split into a training set S

train

and a test set S

test

. Where S

train

is used to
determine the values for the model parameters and S

test

is used to estimate the test error.
The second issue is that the data used to estimate the test error could have been used in
the training set to improve the fit. Hence the test error may be overestimated. Regardless
of this critique the test error can still be a valuable measure and we will consider three
ways of estimating it.

3.4.1 Leave One Out Cross Validation

The idea behind leave one out cross validation (abbreviated LOOCV) is as follows. As-
sume that we have n observations of the form (x

1

, y

1

), (x
2

, y

2

), . . . , (x
n

, y

n

). Let the
training set include all except the ith observation i.e. S

test

= {(x
i

, y

i

)}. The model is
then trained on S

train

and the test error is calculated on S

test

. The test error (MSE) is
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calculated by leaving out the ith observation and defined as

MSE
i

= (y
i

� ŷ

i

)2, (8)

where the hat indicates it is the fitted value obtained from the trained model on the
training set. The LOOCV is calculated as the average of all MSE

i

where i = 1, . . . , n.
Formally we define LOOCV as

CV
(n)

= LOOCV =
1

n

nX

i=1

MSE
i

. (9)

In the case of MLR, LOOCV may be calculated as

CV
(n)

=
1

n

nX

i=1

✓
y

i

� ŷ

i

1� h

i

◆
2

, (10)

where h

i

is the leverage defined as the ith diagonal element of the projection matrix
H = X(XTX)�1XT and X is the design matrix defined as

X =

2

64
1 x

11

. . . x

p1

...
...

...
1 x

1n

. . . x

pn

3

75 , (11)

where x

ij

is the jth observation of the ith feature.

3.4.2 k-fold Cross Validation

This approach splits the data randomly into k approximately equally sized groups S
1

, S
2

,
. . . , S

k

also known as folds. Define the integer division between n and k as n

f

= n\k

and the remainder as r such that n = kn

f

+ r. Let the number of elements in S

i

be n

f

if i  k � r and n

f

+ 1 if i > k � r. The model is trained on k � 1 of the folds and the
test set will consist of the remaining fold. Similarly to LOOCV MSE

i

is calculated on the
test set but instead of the training set excluding observation i it now excludes fold i. The
k-fold cross validation is defined as

CV
(k)

=
1

k

kX

i=1

MSE
i

. (12)

Notice that k-fold cross validation is identical to LOOCV if k = n.

3.4.3 TVT Partitioning

When considering methods that iteratively adjust parameters to improve the training per-
formance it is desired to stop adjusting the parameters at some point before overfitting
occurs. The idea is then to create an additional data set called the validation set S

val

.
Each time the parameters are adjusted to reduce the train error the validation error is
calculated. If the validation error does not decrease over multiple iterations the optimiza-
tion procedure stops. We now have three sets abbreviated as TVT: training, validation
and test. Finally the test error is calculated on the test set, sometimes referred to as
the TVT error. The partitioning is random and typically training consists of 70% of the
data, validation 15% and test 15%. To counter the randomness of this approach we will
partition the data set and train the method multiple times and calculate the average test
error.
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3.4.4 Comparison Between the Test Error Estimates

Some pros and cons of the previously mentioned test error estimates are
LOOCV:

+ Predictable result. You will get the same test error every time i.e. non random
result.

+ Low risk of overestimating the test error due to only using a single observation in
each calculation.

- Highly computationally requiring except for the MLR case where one can apply
Equation (10).

k-fold CV:

+ Less computationally requiring than LOOCV.

- Result is random due to random data splitting.

TVT partitioning:

+ Good counter measure against overfitting when considering methods that adjust
model parameters iteratively.

+ Less computationally requiring than LOOCV.

- Result is random due to random data splitting.

- Even less points used in training due to introducing an additional data set S
val

which
increases the risk of overestimating the test error.

3.5 Feature Scaling

In practice it is common that features have di↵erent units and scales. For instance one
feature may be the age of a person in years which may be in the range [20, 60] while
another feature may be their yearly income in SEK which is usually of order hundreds of
thousands. This may cause di↵erent types of problems depending on the choice of method
and as a result it may be a good idea to consider feature scaling. We will later discuss
what the specific e↵ects are for our methods but for future reference we formulate two
common ways of scaling. Imagine we have a feature x and that we have observed this
feature multiple times. Let x

min

and x

max

be the smallest and largest observed values
respectively. Let µ

x

and �

x

be the mean and standard deviation of the observed values.
Finally, let x̂ be the scaled feature. Then we define

x̂

norm

=
x� µ

x

�

x

= mapstd(x), (13)

x̂

minmax

=
2x� x

max

� x

min

x

max

� x

min

= mapminmax(x,�1, 1). (14)

Equation (13) is referred to as normalization or standardization and is centered around
the mean. Equation (14) is a linear transformation such that the largest and smallest
values correspond to x̂ = 1 and x̂ = �1 respectively. If we have multiple features the
minmax transformation will ensure that all features lie within the same interval [�1, 1].
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3.6 Dimensionality Reduction

Suppose we wish to visualize n observations of p features. One way of doing this is
to create multiple 2D scatter plots. In order to view all combinations of features one
would have to create

�
p

2

�
= p(p � 1)/2 scatter plots which for p = 24 equals 276 plots!

Furthermore, if we wish to visualize a regression surface in detail we are only allowed
to have p = 2 features. The need to in some cases perform dimensionality reduction is
therefore motivated. The method we will consider is called principal component analysis
or PCA for short.

3.6.1 Principal Component Analysis

PCA is an orthogonal transformation of the feature space. PCA creates as many new
variables, called principal components, as the initial dimension size. In essence, the com-
ponents are ordered in such a way that the first principal components explains most of
the variance in the data, the second component explains second most etc. This means
that if we want to reduce the feature dimension down to 2 we should keep the first two
principal components. Formally it works as follows.

Let X̂ be the design matrix defined in Equation (11) without the first column of ones
and centered such that each column has zero mean, in other words

X̂ =

2

64
x

11

� x̄

1

. . . x

p1

� x̄

p

...
...

x

1n

� x̄

1

. . . x

pn

� x̄

p

3

75 , (15)

where x̄

i

is the mean of the ith feature. We are now going to consider the first principal
component. Define the vector t

1

=
⇥
t

11

. . . t

1n

⇤
T

as

t
1

= X̂w
1

, (16)

where w
1

=
⇥
w

11

. . . w

1p

⇤
T

is referred to as the first principal component and is
chosen such that the variance of t

1

denoted by �

2

1

is maximized. Formally we have
�

2

1

= 1

n�1

P
n

i=1

(t
1i

� µ

1

)2 where µ

1

= 1

n

P
n

i=1

t

1i

. Remember that the columns of X̂ has
mean zero which gives us µ

1

= 0. We have to restrict the length of w
1

otherwise the vari-
ance can be made arbitrarily large. Specifically we will set it to unit length i.e. ||w|| = 1.
To find w

1

we want to solve

w
1

= arg max
||w||=1

�

2

1

(w) = arg max
||w||=1

{

nX

i=1

t

2

1i

}, (17)

or in matrix form

w
1

= arg max
w

||X̂w||

2

||w||

= arg max
w

wTX̂TX̂w

wTw
:= arg max

w

R(w). (18)

Define the symmetric matrix M = X̂TX̂. Note that X̂ is of size n ⇥ p which implies
that M is of size p⇥ p and observe that

R(w) =
wTMw

wTw
, (19)
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is a Rayleigh quotient [3] which is maximized whenw = v
max

where v
max

is the eigenvector
corresponding to the largest eigenvalue �

max

of M which is also the attained maximum
value. Therefore we have w

1

= v
1

and �

2

1

= �

1

where �
1

is the largest eigenvalue of X̂TX̂
and v

1

is the corresponding eigenvector. For component 1 < k  p we define

X̂
k

= X̂ �

k�1X

i=1

X̂w
i

wT

i

, (20)

then the kth principal component is given by w
k

= v
k

where v
k

is the eigenvector corre-
sponding to the largest eigenvalue �

k

of X̂T

k

X̂
k

.
Suppose you are interested in reducing the feature dimension from p down to k. The

data set represented by X̂ is then transformed into a data set represented by X̃ calculated
as

X̃ = X̂
⇥
w

1

. . . w
k

⇤
, (21)

and the total explained variance in percent �2

exp

by this transformation is defined as

�

2

exp

= 100

P
k

i=1

�

iP
p

i=1

�

i

. (22)

Similarly a new observation x of all the p features is transformed into x̃ of length k by

x̃ =

2

64
wT

1

...
wT

k

3

75x. (23)

3.7 The Annuity Divisor for the Premium Pension

In this section, the annuity divisor model from the Swedish Pensions Agency will be
studied in order to do a comparison between our models and theirs. The model is described
in the Orange Rapport [4] and used to calculate the annuity divisor for the Premium
Pension in Sweden. The annuity divisor D is defined as

D(x) =

Z 1

0

e

��t

l(x+ t)

l(x)
dt, (24)

� = ln(1 + r)� ✏, (25)

l(x) = e

�
R
x

0 (1�s)µ(t)dt

, (26)

µ(x) =

(
a+ be

cx for x  100,

µ(100) + (x� 100) · 0.01 for x > 100,
(27)

with variables defined as in Table 4. This annuity divisor formula will be used to do a
comparison in Section 7.5 with other models. Observe that the notation follows the one
in the Orange Rapport and is only used in this section.
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Table 4: List of variables in the Premium Pension formula from Swedish Pensions Agency

Variable Comment
D Annuity divisor
x Exact age at time of calculation
r Interest rate
✏ Interest intensity of operating costs
s Mortality charge
l(x) Survival function used in the calculation of inkomst pension NDC

µ(x)
Mortality function (or Makeham’s formula) used for calculating the risk
of death within one year

a, b, c

Statistics Sweden forecast of remaining life expectancy in the year 2015-2110
for individuals born in 1938, 1945 and 1955.

3.8 Previous Research

A similar study has been done by Tommy Lowén at the Swedish Pensions Agency in 2016.
The annuity divisor is estimated by using data from the website KFB and regression
analysis. Following our notations the annuity divisor D is modeled using a log linear
relationship

ln(D) = �

0

+ �

1

ln(x
9

) + �

2

ln(x
8

) + ✏, (28)

where ✏ is an error term. Note that only the expected remaining lifetime at 65 x

8

and
advance interest rate x

9

are used. Here the interpretations of �
1

and �

2

are how much
the advance interest rate and expected remaining lifetime, given that the other variable
in the model is fixed a↵ect the annuity divisor respectively. More about the results of this
annuity divisor model will be shown in Section 7.5.

4 Artificial Neural Networks

4.1 Overview

The first algorithm we focus on to estimate f(·) is called Artificial Neural Networks, ANN
for short. This method is to some degree based on the biological neural networks in the
brain. Mathematically speaking ANN is a parametric nonlinear regression model.

An ANN can be divided into four parts: inputs, hidden layers, output layers and
outputs. These parts can be combined and used in an enormous amount of ways, therefore
to be able to say something more specific we will look at a special kind of ANN. In this
thesis the ANN that is used will consist of one input, one hidden layer, one output layer
and one output. We will also limit the flow of information to only go forward i.e. the feed
forward network will be considered. One may think these restrictions might greatly reduce
the usefulness of the network but in practice such a network is still very powerful and also
commonly used for fitting regression models. One should however keep in mind that due
to the nonlinear optimization problem large data sets are computationally intensive.

4.2 Universal Approximation Theorem

The Russian mathematician Kolmogorov showed in 1957 that continuous functions of
multiple arguments can always be expressed as a finite sum of single variable functions.
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The theorem reads

Theorem 1 For any continuous function f(x) defined on a compact subset ⌦ ⇢ Rp and
any ✏ > 0 there exists an integer n

h

and constants b
0

. . . . , b

n

h

and w

01

, . . . , w

n

h

p

such that
we may define

F (x) = b

0

+
n

hX

i=1

b

i

�

 
w

i0

+
pX

j=1

w

ij

x

j

!
, (29)

as an approximation of f(x) where �(·) is a sigmoidal activation function. The approxi-
mation satisfies

|F (x)� f(x)| < ✏, (30)

for all x 2 ⌦.

A sigmoidal function is bounded, di↵erentiable and satisfies d

dx

�(x) � 0 8x 2 R. We say
that �(·) is symmetric if �(x) + �(�x) = 1 and asymmetric if �(x) + �(�x) = 0. The
variable n

h

is referred to as the number of hidden layer nodes.
In words, a feedforward network with a single layer is su�cient to represent any func-

tion, but the layer may be infeasibly large and may fail to learn and generalize correctly
[5].

4.3 Preprocessing

The first step in a neural network is data preprocessing. This includes removing constant
features and scaling the remaining features. The reason why constant features are removed
is because they provide no additional information to the problem and would have had
the same e↵ect as bias which is already included in the model. We consider scaling
methods such as standardization and mapping the maximum and minimum to +1 and -1
respectively as described in Section 3.5. The reason why feature scaling is important in
neural networks is because the adjustment of the weight elements in each training epoch
is proportional to the gradient of the error. If the features are unscaled the gradient will
have di↵erent lengths in di↵erent directions and this may impact the convergence. It is
said that gradient descent methods converges much faster with feature scaling compared
to without [6].

4.4 Input to Output

The input is a vector x consisting of p elements corresponding to, in our case, the di↵erent
features about the pension. The output is a vector ŷ consisting of m elements. If we
model the three ages of retirement simultaneously we have m = 3. The elements in
the network are iteratively optimized such that the observed features will yield outputs
as close as possible to the observed responses y. Each input x

i

is first sent through a
preprocessing function g(x

i

) which outputs x̂
i

. Then x̂

i

is sent to the hidden layer where a
linear combination of the elements is to be created by matrix multiplication with a weight
matrix W

h

of the size n

h

⇥ p with elements denoted by w

h

ij

. This results in a new vector
of length n

h

. A bias vector b
h

of length n

h

with elements denoted by b

h

i

is then added,
the result is denoted by x

h

. Formally we have

x̂ = g(x), (31)

x
h

= W
h

x̂+ b
h

. (32)
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The index h here indicates that it is a part of the hidden layer. With this notation we say
that the hidden layer has n

h

nodes. The vector x
h

is sent through an activation function
(or transfer function) �(·) which is typically sigmoid. Some examples of transfer functions
are

tanh(n) =
2

1 + e

�2n

� 1,

logsig(n) =
1

1 + e

�n

,

purelin(n) = n.

(33)

The transfer function will be applied elementwise and we denote the output of the hidden
layer by �

h

(x
h

). This vector is then passed through the output layer in a similar fashion
as in the hidden layer except for potentially a di↵erent transfer function �

o

(·) and with
m layer nodes. The output can then be explicitly defined as

y = �

o

(W
o

�

h

(W
h

g(x) + b
h

) + b
o

) , (34)

where W
o

is a weight matrix of size m⇥ n

h

and b
o

is a bias vector of length m. Observe
that if �

o

(n) = purelin(n) we get the same model as in Equation (29).
The model now includes multiple unknown parameters. The unknown parameters are

the elements in the weight matrices and biases, which means we have m+mn

h

+n

h

+n

h

p =
n

h

(1 + p + m) + m parameters to determine. They will be ”learned” by training with
examples. See Figure 4 and Figure 5 for a simplified and detailed overview respectively
of a single layer feed forward neural network using our notation.

Figure 4: Overview of a feed forward artificial neural network
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Figure 5: Representation of a single hidden layer, feed-forward neural network where ⌃
indicates a summation node. The output of a summation node is the sum of the inputs
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4.5 Training the Network

The relationship between the error as defined in Section 3.3 and the weights of the network
is nontrivial and non convex. This makes the optimization problem tricky to solve and
approximate local optimality will have to su�ce meaning an explicit solution will not be
determined. Instead the error will be reduced iteratively until convergence and the final
error will then unfortunately depend on the initial values of the weights and also on the
partitioning of the data as will be seen later.

In principle the error is calculated using the current values for the weights. The
gradient of the error is calculated using an algorithm called backpropagation. The gradient
is then used to determine the optimal weight adjustment � and the process restarts
and continues until convergence. Specifically the Levenberg-Marquardt algorithm [7] is
considered to find the weight adjustment �. Assume we want to minimize the sum of
square deviations

S(�̂) =
nX

i=1

⇣
y

i

� f̂(x
i

, �̂)
⌘
2

. (35)

If the weights �̂ are adjusted to �̂ + � and f̂(·) is approximated by its linearizion we
obtain

S(�̂ + �) ⇡
nX

i=1

⇣
y

i

� f̂(x
i

, �̂)� (r
ˆ

�

f̂(x
i

, �̂))T�
⌘
2

, (36)

where r
ˆ

�

denotes the gradient with respect to �̂. Denote the Jacobian matrix of f̂(x
i

, �̂)

with respect to �̂ by J
ˆ

�

and note that

ŷ =

2

64
f̂(x

1

, �̂)
...

f̂(x
n

, �̂)

3

75 , (37)

we can then formulate Equation (36) in matrix form as

S(�̂ + �) ⇡ (y � ŷ)T (y � ŷ)� 2(y � ŷ)TJ
ˆ

�

� + �TJT

ˆ

�

J
ˆ

�

�. (38)

Di↵erentiating this expression w.r.t. � and setting the result to zero yields

JT

ˆ

�

J
ˆ

�

� = JT

ˆ

�

(y � ŷ), (39)

in the Levenberg-Marquardt algorithm this expression is replaced with the ”damped ver-
sion”

(JT

�

J
�

+ µI)� = JT

�

(y � ŷ), (40)

where µ in this section refers to a non negative damping factor and I is the identity
matrix. When µ is small the method is similar to Newton’s method while µ is large it is
similar to gradient descent. Newton’s method is faster and more accurate near the error
minimum and the idea is therefore to try and reduce µ after each step if it would result
in a decrease of S(�̂).

TVT partitioning as explained in Section 3.4.3 will be used meaning the Levenberg-
Marquardt algorithm continues until convergence or until the error on the validation set
has not improved over 5 iterations. This means that any reported error/accuracy using
ANN in this thesis is actually an estimate of the test error/accuracy.
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4.6 Weights Initialization

The weights and biases has to be initialized in some way in order to start the learning
process. A neural network transfer function usually yields values approximately in [�1, 1]
and the same goes for the preprocessing scaling functions. It is therefore reasonable
for the weights to be in a similar range. We consider two initialization methods. The
first one is called Nguyen-Widrow initialization (NW) and the second is called random
symmetric initialization (RS). NW is a more sophisticated method and is supposed to
be overall better than the purely random RS. Consider a layer with s > 1 nodes and a
transfer function with an active region [x

1

, x

2

]. For instance the active region for tanh(x)
is x 2 [�2, 2] and for satlins(x) is x 2 [�1, 1] as defined in Table 7. NW requires a finite
active region, e.g. purelin(x) is not allowed, and works in the following steps:

1. Calculate ↵ = 0.7s1/n, n
1

= x2�x1
2

and n

2

= x2+x1
2

.

2. Generate a matrix of size s⇥ n with randomized elements from the uniform distri-
bution U(�1, 1). Rescale the elements such that the row vectors of the matrix have
unit length. Denote the resulting matrix by Ŵ .

3. Let W
s

= ↵Ŵ .

4. Define a vector b̂ elementwise as b̂
i

= t

i

↵ sign(w
i

) for i = 1, . . . , s. Where w

i

is the
ith element of the first column in W

s

and t

i

= 1+s�2i

1�s

.

5. The weight matrix is then defined as W = n

1

W
s

.

6. The bias vector is defined as b = n

1

b̂+ n

2

.

RS on the other hand generates its elements directly from U(�1, 1).

4.7 Tunable Network Properties

A lot of decisions has to be made when designing a neural network. Some of the most
important choices are the number of nodes and transfer function for the hidden layer.
Additionally the initial randomization of the weights can be done in di↵erent ways, the
summation nodes can be replaced with multiplication nodes and there are multiple pre-
processing functions to consider. The optimal set of design choices depend on the data
set and will be determined by comparing di↵erent resulting performances. The design
choices considered in this report are the number of nodes and transfer function of the
hidden layer, initialization method and preprocessing functions. The full list of transfer
functions can be seen in Table 5 to Table 7, the initialization methods are defined in
Section 4.6 and the preprocessing functions are defined in Section 3.5.

We will not consider scaling of the target when working with ANN and therefore we
need an output transfer function that can yield any real number. This means we have to
use purelin or netinv. For simplicity and to obtain a network model as in Equation (29) we
use purelin. For the hidden layer any of the transfer functions can be used. The question
is which transfer function will give us the highest accuracy. To answer this each transfer
function will be tested in the hidden layer and a performance average is calculated. The
optimal number of nodes in the hidden layer depend on the transfer function which means
we have to change the nodes when testing each function.

When the best transfer function and number of nodes for the data has been determined
the preprocessing function and weight initialization method is tested in a similar fashion.
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Table 5: Neural network layer transfer functions. The input is denoted by n and the
output by a. The ith element is denoted by n

i

and a

i

respectively for i = 1, . . . , k. Part
I/III

Name Full Name Mathematical Formula Graph of Transfer Function

compet Competitive a · n = max
i

n

i
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n
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n
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n
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n
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a
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a
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a
3

a
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Input n
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i

=
n

i

1 + |n

i

|
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n
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i

� 0

0 otherwise
-3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a

hardlims Symmetric hard limit a

i

=

(
1 if n

i

� 0

�1 otherwise
-3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a

logsig Logarithmic sigmoid a

i

=
1

1 + e

�n

i

-3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a
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Table 6: Neural network layer transfer functions. The input is denoted by n and the
output by a. The ith element is denoted by n

i

and a

i

respectively for i = 1, . . . , k. Part
II/III

Name Full Name Mathematical Formula Graph of Transfer Function

netinv Inverse a

i

=
1

n

i

-3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a

poslin Positive linear a

i

=

(
n

i

if n
i

� 0

0 otherwise
-3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a

purelin Linear a

i

= n

i -3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a

radbas Radial basis a

i

= e

�n

2
i

-3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a

radbasn Radial basis normalized a

i

=
e

�n

2
i

e

�n

2
1 + . . .+ e

�n

2
k

-1

0

1

2

n
1

n
2

n
3

n
4

a
1

a
2

a
3

a
4

Input n

Output a

26



Table 7: Neural network layer transfer functions. The input is denoted by n and the
output by a. The ith element is denoted by n

i

and a

i

respectively for i = 1, . . . , k. Part
III/III

Name Full Name Mathematical Formula Graph of Transfer Function

satlin Positive saturating linear a

i

=

8
><

>:

1 if n
i

� 1

n

i

if 0  n

i

< 1

0 otherwise
-3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a

satlins Sym. saturating linear a

i

=

8
><

>:

1 if n
i

� 1

n

i

if 0  n

i

< 1

�1 otherwise
-3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a

softmax Soft max a

i

=
e

n

i

e

n1 + . . .+ e

n

k

-1

0

1

2

n
1

n
2

n
3

n
4

a
1

a
2

a
3

a
4

Input n

Output a

tansig Hyperbolic tangent a

i

=
2

1 + e

�2n

i

� 1 -3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a

tribas Triangular basis a

i

=

(
1� |n

i

| if �1  n

i

 1

0 otherwise
-3 -2 -1 1 2 3

n

-1

-0.5

0.5

1 a
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4.8 Feature Selection

In order to determine which features that can explain the response most e�ciently the
network will first be trained with all features. The network is created and trained multiple
times to obtain an averaged MSE. Then one feature at the time is set constant such that
it is removed in the preprocessing step. The network is then created and trained multiple
times again to calculate the new averaged MSE. The removed feature that resulted in
the lowest increase or highest decrease of the average MSE is removed from the model.
The process then restarts and stops before the average MSE has grown significantly or
when the number of features is at a desired level. The standard deviation of the MSE
is calculated to measure the reliability of the model. This means that the average MSE
is used to evaluate the feature importance unless the standard deviation is exceptionally
large.

5 Support Vector Machines

The second algorithm we consider in this study is support vector machines (SVM) which
was initially developed for classification problems. The basic idea is to transform the data
to higher dimension where it can be linearly separated by a hyperplane. The hyperplane
is found by maximizing its margin i.e. its distance to the closest data points. The result
can be expressed as a set of vectors called support vectors.

5.1 Duality Principle

The duality principle can be used to transform a nonlinear inequality constrained op-
timization problem into a quadratic inequality constrained optimization problem using
Lagrange multipliers. Suppose we want to minimize a nonlinear convex objective func-
tion f(x) with k nonlinear inequality constraints formally stated as

minimize
x

f(x)

subject to g

i

(x)  0, i = 1, . . . , k.
(41)

Introduce the Lagrangian

L

p

(x,�) = f(x) +
kX

i=1

�

i

g

i

(x), (42)

where the subscript p indicates that it is the primal Lagrangian and �

i

in this section are
the nonnegative Lagrange multipliers. Define locally the vector variable h as

h(�) = arg min
x

L

p

(x,�), (43)

in other words, x = h minimizes the primal Lagrangian. An additional Lagrangian is
introduced as

L

d

(�) = L

p

(h(�),�), (44)

where the subscript d indicates that it is the dual Lagrangian. Due to convexity h satisfies
r

x

L

p

(x,�)|
x=h

= 0. Let x⇤ denote the optimal solution to Equation (41). The duality
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principle then states that x⇤ = h(�⇤) where �⇤ is the solution to the quadratic dual
problem

maximize
�

L

d

(�)

subject to � � 0.
(45)

This problem can in some cases be easier than solving Equation (41).

5.2 Support Vector Regression

Support vector machines can be extended to the regression setup. In linear regression
and in support vector regression (SVR) we want to find optimal model parameters to the
approximative model

f̂(x) = �

0

+ xT �̂, (46)

to a data set of points (x
i

, y

i

) for i = 1, . . . , n where x,x
i

2 Rp are column vectors.
An error or loss function L(y, f̂(x)) can be defined in multiple ways. In least squares
regression the following loss function is used

L

0

(y, f̂(x)) =
⇣
y � f̂(x)

⌘
2

, (47)

while in SVR we often use

L

1

(y, f̂(x)) = max{0, |y � f̂(x)|� ✏}, (48)

L

2

(y, f̂(x)) = max{0, (y � f̂(x))2 � ✏}, (49)

where ✏ in SVR is a parameter controlling the width of the margin where no penalty is
given to errors. Sometimes ✏ = 0.1 is used. It can be shown that only data points outside
the margin produce support vectors meaning a smaller value of ✏ will increase the number
of support vectors used in the model and thus increase the flexibility of the fit. The max
function is defined as

max{a, b} =

(
a if a � b,

b if b > a.

(50)

The first loss function L

1

is usually referred to as the linear ✏-insensitive loss function
while L

2

is referred to as the quadratic ✏-insensitive loss function. We say that L

1

and
L

2

are ✏-insensitive because they produce zero error for fitted values within the ✏-tube
which for L

1

is the region {8x 2 Rp : |y � f̂(x)|  ✏} = ⌦. From now on let us focus on
the loss function L

1

. Consider points above the ✏-tube. These points have the distance
⇠

i

= y

i

� f̂(x
i

)� ✏ to ⌦. Points below the ✏-tube have a distance ⇠0
i

= f̂(x
i

)� y

i

� ✏ to ⌦.
We refer to ⇠

i

and ⇠

0
i

as the set of slack variables. The slack variables are set to zero within
⌦. The total error of the fit is then the sum of slack variables. Note that ⇠

i

� y

i

�f̂(x
i

)�✏,
⇠

0
i

� f̂(x
i

) � y

i

� ✏ and ⇠

i

, ⇠

0
i

� 0. To avoid overfitting we introduce a norm penalty of
the regression coe�cients also known as regularization. Consider therefore the primal
optimization problem

minimize
ˆ

�0,
ˆ

�,⇠,⇠

0

1

2
||�̂||2 + C

nX

i=1

(⇠
i

+ ⇠

0
i

)

subject to y

i

� f̂(x
i

)� ✏� ⇠

i

 0,

f̂(x
i

)� y

i

� ✏� ⇠

0
i

 0,

� ⇠

i

 0,

� ⇠

0
i

 0, i = 1, . . . , n.

(51)
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where ⇠ =
⇥
⇠

1

, . . . , ⇠

n

⇤
T

, ⇠0 =
⇥
⇠

0
1

, . . . , ⇠

0
n

⇤
T

and C is a parameter controlling the flatness

of the function f̂(x). The primal Lagrangian is then calculated as

L

p

=
1

2
||�̂||2 + C

nX

i=1

(⇠
i

+ ⇠

0
i

) +
nX

i=1

a

i

{y

i

� f̂(x
i

)� ✏� ⇠

i

}

+
nX

i=1

b

i

{f̂(x
i

)� y

i

� ✏� ⇠

0
i

}�

nX

i=1

c

i

⇠

i

�

nX

i=1

d

i

⇠

0
i

, (52)

where a

i

, b

i

, c

i

and d

i

are the nonnegative Lagrange multipliers. Taking the partial
derivatives and setting them equal to zero yields

@L

p

@�̂

0

=
nX

i=1

(b
i

� a

i

) = 0, (53)

@L

p

@�̂
= �̂ +

nX

i=1

(b
i

� a

i

)x
i

= 0, (54)

@L

p

@⇠

i

= C � a

i

� c

i

= 0, (55)

@L

p

@⇠

0
i

= C � b

i

� d

i

= 0. (56)

Define ↵
i

= a

i

� b

i

. By combining Equation (55) and (56) we also have ↵
i

= d

i

� c

i

. This
means that

�̂ =
nX

i=1

↵

i

x
i

, (57)

0 =
nX

i=1

↵

i

. (58)

This means that the optimal regression coe�cients can be expressed as a linear combina-
tion of the observation vectors x

i

. By the structure of the problem only some ↵

i

will be
nonzero meaning only a set of observations x

i

(the so called support vectors) contribute
to the value of the optimal regression coe�cients. Inserting Equation (57) into Equation
(46) yields

f̂(x) = �̂

0

+
nX

i=1

↵

i

xTx
i

. (59)

The dual Lagrangian can now be written as

L

d

=
1

2
||�̂||2 +

nX

i=1

a

i

{y

i

� �̂

0

� xT �̂ � ✏}+
X

i=1

b

i

{�

0

+ xT� � y

i

� ✏},

=
1

2

nX

i=1

nX

j=1

↵

i

↵

j

xT

i

x
j

+
nX

i=1

 
↵

i

{y

i

�

nX

j=1

↵

j

xT

i

x
j

}+ (a
i

+ b

i

)✏

!
,

=
nX

i=1

↵

i

y

i

+ ✏

nX

i=1

(a
i

+ b

i

)�
1

2

nX

i=1

nX

j=1

↵

i

↵

j

xT

i

x
j

,

= ↵Ty + ✏

nX

i=1

(a
i

+ b

i

)�
1

2
↵TG↵,

(60)
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where G is the Gramian matrix with elements G
ij

= xT

i

x
j

. The dual problem can thus
be stated as the following quadratic program

maximize
a,b

↵Ty + ✏

nX

i=1

(a
i

+ b

i

)�
1

2
↵TG↵

subject to ↵ = a� b,
nX

i=1

↵

i

= 0,

0  a

i

 C, i = 1, . . . , n

0  b

i

 C, i = 1, . . . , n

(61)

where a =
⇥
a

1

. . . a

n

⇤
T

and b =
⇥
b

1

. . . b

n

⇤
T

. The condition a

i

 C comes from
Equation (55) that gives a

i

= C � c

i

 C since c
i

� 0. Analogously for b. The advantage
of Problem (61) compared to Problem (51) is that it is quadratic which has well optimized
numerical solvers.

The Euclidean inner product between two vectors x
i

and x
j

in Rp is referred to as the
dot product or scalar product calculated as K(x

i

,x
j

) = xT

i

x
j

and is used in Equation
(59) and in the Gramian matrix. In SVM K(·) is known as the kernel function. In
some cases, a considerably higher accuracy can be obtained if the kernel function or inner
product takes other functional form. Another common kernel function is the Gaussian
kernel defined as

K(x
i

,x
j

) = exp(�||x
i

� x
j

||

2). (62)

Fortunately SVR is easily extended to using a general kernel K(·). The approximate
model is changed to

f̂(x) = �̂

0

+
nX

i=1

↵

i

K(x
i

,x), (63)

and the Gramian is calculated as G

ij

= K(x
i

,x). All else remain. Intuitively speaking
applying the kernel function is a way of transforming the data into higher dimension
where the function pattern is linear without actually doing the computations in the high
dimensional space. This is known as the ”kernel trick”.

6 Multiple Linear Regression

For the purpose of comparison of machine learning approaches to the conventional linear
regression modeling we consider multiple linear regression (MLR).

6.1 Overview

Consider a finite set of regressors x

1

, x
2

, . . . , x
p

and a single response y. Let the true
relationship between the regressors and response be defined as

y = f(x
1

, x

2

, . . . , x

p

) + ✏, (64)

where ✏ is a normally distributed random error. In practice f(·) is unknown and the task
is to obtain an approximation f̂(·) of this function. In multiple linear regression we let

f̂(x
1

, x

2

, . . . , x

p

) = �̂

0

+ �̂

1

x

1

+ · · ·+ �̂

p

x

p

, (65)
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where �̂ =
⇥
�̂

0

�̂

1

. . . �̂

p

⇤
is referred to as the regression coe�cients. To determine

the coe�cients we first obtain n observations. Every observation consists of a measured
response y

i

and regressors x
i1

, x
i2

, . . . , x
ip

for 0  i  n. The corresponding approximated
response can be calculated as ŷ

i

= f̂(x
i1

, x

i2

, . . . , x

ip

). In vector notation we want to
choose the regression coe�cients �̂ such that the approximated responses ŷ are as close
as possible to the observed responses y. This means that we have n equations and p+ 1
unknowns. In practice n > p + 1 meaning that we have an overdetermined system and
an exact solution is not obtainable. An unique solution can however be obtained if we
reformulate the problem as a certain minimization problem instead. If we use the mean
square error defined in Equation (6) and minimize this error, the solution is unique and
given by

�̂ =
�
XTX

��1

XTy, (66)

where X is the design matrix defined in Equation (11). This is known as the ordinary
least squares (OLS) parameter estimate.

6.2 Transformation of the Regressors

The assumption that the response depends linearly on the regressors as stated in Equation
(65) may not always be suitable. It is often good practice to plot the regressors versus
the response to see if linearity is a reasonable assumption. If one obtain a plot similar to
the one in Figure 6 it may be relevant to introduce a transformed regressor of the form
x

p+1

= x

2

1

. Keep in mind though that every newly introduced regressor introduces an
additional regression coe�cient which will increase R

2 but also the risk of overfitting. A
common strategy is to introduce multiple transformed regressors and do feature selection
upon this set to obtain a smaller set of features to increase performance and to avoid
overfitting. Usual transformations of the regressors are logarithmic, square root and
power.
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Figure 6: A seemingly quadratic relationship between a regressor and the response
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6.3 Feature Scaling

In MLR, feature scaling has no statistical impact and may be disregarded without any
accuracy loss. It may however be useful to do feature scaling for readability reasons.
Without scaling one regression coe�cient may be of magnitude 10�6 while another is of
magnitude 103 and the expression may become hard to read. If we scale as in Equation
(13) the intercept �

0

is the value of the response if all features are set to their mean. If
we do not scale, the intercept is the value of the response if all features are set to 0 which
may not be a realistic scenario. If we perform feature scaling the size of the coe�cients
tell us how large impact their corresponding feature has on the response.

6.4 Transforming the Response

Imagine we want to model
f̂(x

1

) = �̂

1

e

x1
. (67)

This equation is linear in �̂ but not in x

1

. Linearity in the regressor can be achieved by
letting x

2

= e

x1 and obtain a form as in Equation (65). If we however would like to model

f̂(x
1

) = �̂

1

e

ˆ

�2x1
, (68)

which is nonlinear in �̂ we cannot work around that by transforming the regressor. If we
instead transform the response into ŷ

t

= ln ŷ we get

ŷ

t

= ln
⇣
�̂

1

e

ˆ

�2x1

⌘
,

= ln �̂
1

+ �̂

2

x

1

,

= �̂

0

+ �̂

2

x

1

,

(69)

which is linear.
Observe that a linear model where we log transform both the input and the output

such as
ln ŷ = �̂

0

+ �̂

1

ln x
1

(70)

is equivalent to the following model

ŷ = �̂

0

x

ˆ

�1
1

.

(71)

This means that response transformation enables more complex models which can better
fit nonlinear relationships.

6.5 Stepwise Regression

A systematic way of performing feature selection is to use a method called stepwise re-
gression. In stepwise regression you first start with a model with only the intercept. The
following is then done for all of the regressors. Add only the current regressor to the
model and calculate its coe�cient. A null hypothesis is then stated. The null hypothesis
states that the true value of the coe�cient is zero i.e. the regressor has no e↵ect on the
response. Given that the null hypothesis is true, the estimated probability that we would
get a coe�cient at least as extreme as the one obtained is referred to as the p-value. The
p-value is calculated for all the coe�cients. If any p-value is below the threshold (usually
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0.05) the regressor with the smallest p-value is added to the model. The p-values for the
regressors not in the model is recalculated to see if any additional regressor can be added
to the model. This step is repeated until no p-value is below the threshold. Then the
p-value for the regressors in the model is calculated. If any p-value is above the threshold
the regressor with the largest p-value is removed from the model. The previous step starts
anew. In this way regressors will be added and removed in steps until the method has
converged. This results in a model where the included regressors have p-values below the
threshold and the p-values for the excluded regressors are above the threshold. Note that
this method cannot guarantee global optimality and if the initial model is something else
than just the intercept the final model may be di↵erent.

6.6 Multicollinearity

Multicollinearity is a problem that arises when there are near-linear dependencies among
the regressors. In the case of perfect multicollinearity the design matrix X is singular
and thus the moment matrix XTX used in Equation (66) cannot be inverted and the
OLS estimator �̂ does not exist. If the multicollinearity is not perfect but still present
the variance of �̂ is high meaning that another sample set may produce highly di↵erent
values of �̂ and the result is therefore unreliable. To avoid this problem the regressors
that depend linearly on other regressors should be removed. A measure of the degree of
this linear dependency is variance inflation factor (VIF).

6.6.1 Variance Inflation Factor

Let x
i

be the (i + 1)th column of the design matrix X, i.e. all observations of feature i.
The ith variance inflation factor is then defined as

VIF
i

=
1

1�R

2

i

, (72)

where R2

i

is the coe�cient of determination as defined in Equation (7) of the following fit

x
i

= ↵

0

+ ↵

1

x
1

+ · · ·+ ↵

i�1

x
i�1

+ ↵

i+1

x
i+1

+ · · ·+ ↵

p

x
p

. (73)

This means that R

2

i

measures how well the ith regressor can be expressed as a linear
combination of the other regressors. As R

2

i

approaches 1, VIF
i

approaches + inf. A
commonly used rule of thumb is to say that multicollinearity is present if any VIF

i

> 5
which is equivalent to R

2

i

> 0.8. Generally the coe�cient of determination increases as
additional regressors are introduced which means that the risk of having multicollinearity
increases with the number of features in the model.

6.7 Model Selection

As mentioned earlier plotting the regressors and the response can give some ideas on how
to formulate a model. Parts of the model can sometimes be determined by knowing some-
thing regarding the real world problem. For instance we know the underlying relationship
that extended the tables in Appendix A.1 to the tables in Appendix A.2 and if we wanted
we could have this relationship explicitly in our model. However since we already know
this relationship we will focus on the data set corresponding to all contract types when
doing MLR. The feature selection will be done by using the method stepwise regression
as described in Section 6.5.
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7 Results

7.1 Artificial Neural Networks

In this section ANN is applied to the data sets corresponding to ITP2 and all contract
types. Unless otherwise specified, the following design choices hold. Hidden layer transfer
function is tansig and output layer transfer function is purelin. Preprocessing is removal
of constant features and mapminmax(x,�1, 1). Optimization function is Levenberg-
Marquardt backpropagation (see Section 4.5) which is a usual procedure when performing
nonlinear least squares curve fitting. The weight initialization method is Nguyen-Widrow.
All errors are calculated using TVT-partitioning as defined in Section 3.4.3.

Firstly we perform feature selection by iteratively removing features such that the
error is minimized in each step. The stepwise removal of variables can be seen in Table 8
and in Table 9.

Then we consider the all contracts data set in more detail. We are interested in what
hidden layer transfer function is most suitable for the learning problem. The result of
that study can be found in Table 10. Since Nguyen-Widrow initialization is to be studied
we cannot use purelin and we can also see that purelin requires considerably more nodes
than the others. Therefore tribas is used as transfer function in the hidden layer from
now on.

To decide if the simple weight initialization method RS is more powerful than NW a
comparison has been made in Table 11. There we have also listed the average required
number of epochs before convergence during training. If the weights are initialized poorly
the number of epochs until convergence may be large. From this table we conclude that
using NW in both hidden and output layer is advised.

Finally we study if the preprocessing method impact on the performance. A study for
this can be seen in Table 12. From this it seems like mapstd coupled with PCA is desired.

The final model will then use tribas as hidden layer transfer function and purelin as
output layer transfer function. The initialization will be done using Nguyen-Widrow. The
preprocessing will be removal of constant features, mapstd and PCA with a lower limit of
2% variance explanation. A visualization of this can be seen in Figure 7 where the number
of hidden layer nodes is varied. The PCA is applied to reduce the feature dimension to
two. In the figure it is clear that increasing the number of nodes increases the curvature.
The reduced error may seem tempting but the risk of overfitting should not be neglected.
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Table 8: Stepwise exclusion of variables using ANN for employment’s contract type ITP2
using n

h

= 6 hidden layer nodes. The network is created and trained 20 times with
displayed average test error MSE and error standard deviation denoted by STD. The first
row indicated by a ”None” represents the full model with all features included

Excluded Variable MSE STD
None 0.00212973 0.00683795
x

16

0.00027524 0.00033226
x

18

0.00021227 0.00023113
x

10

0.00024906 0.00040883
x

12

0.00031536 0.00038009
x

20

0.00110724 0.00308297
x

14

0.00018007 0.00033603
x

19

0.00017751 0.00026194
x

21

0.00015600 0.00021418
x

17

0.00015304 0.00013784
x

13

0.00028566 0.00040830
x

24

0.00047484 0.00041215
x

23

0.00053146 0.00061147
x

22

0.00111509 0.00118574
x

9

0.00649019 0.00757104
x

15

0.08196508 0.07217501
x

11

0.53880618 0.28099432
x

8

0.96684102 0.19209143
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Table 9: Stepwise exclusion of variables using ANN using all contract types with n

h

= 5
hidden layer nodes. The network is created and trained 20 times with displayed average
test error MSE and error standard deviation denoted by STD. The first row indicated by
a ”None” represents the full model with all features included

Excluded Variable MSE STD
None 0.2391 0.0835
x

21

0.2263 0.1157
x

1

0.2189 0.1075
x

17

0.1920 0.0821
x

16

0.2155 0.1104
x

5

0.1898 0.0653
x

23

0.1993 0.0896
x

3

0.1719 0.0710
x

10

0.2201 0.0947
x

7

0.1519 0.0604
x

4

0.1601 0.0557
x

2

0.1764 0.1247
x

6

0.1647 0.0951
x

13

0.1513 0.0864
x

14

0.1263 0.0726
x

12

0.1479 0.0600
x

15

0.1427 0.0752
x

11

0.1470 0.0995
x

8

0.1049 0.0587
x

18

0.1287 0.0671
x

19

0.1262 0.0719
x

20

0.1436 0.0828
x

22

0.2246 0.1286
x

24

0.2503 0.1060
x

9

0.4004 0.1196
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Table 10: Network performance averaged over 20 trails for all of the transfer functions
defined in Table 5 to Table 7 used in the hidden layer

Transfer Function Optimal Number of Nodes MSE STD
compet 1 0.3530 0.1139
elliotsig 4 0.3719 0.1589
hardlim 7 0.3530 0.1093
harmlims 4 0.3350 0.0820
logsig 2 0.3717 0.1805
netinv 1 0.4275 0.2000
poslin 1 0.4101 0.1466
purelin 8 0.3150 0.1269
radbas 1 0.3821 0.1113
radbasn 2 0.3467 0.1137
satlin 3 0.3625 0.1104
satlins 1 0.3686 0.1237
softmax 2 0.3506 0.1264
tribas 1 0.3217 0.0707
tansig 2 0.4103 0.1087
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Table 11: Network performance for the di↵erent weight initialization methods as defined
in Section 4.6 on the hidden and output layer. Each row corresponds to the network being
created and trained 20 times on the all contracts data set. The performance average is
denoted by MSE and the performance standard deviation by STD. The average number
of training iterations until convergence also known as epochs is also displayed. An asterisk
denotes best performance for a given choice of initialization methods

Hidden/Output
initialization

n

h

MSE STD epochs

NW/NW 1 0.3113 0.1154 14.85
2 0.2027 0.0775 21.95
3 0.2668 0.1506 15.25
4 0.2224 0.0985 14.90
5 0.2411 0.1588 17.50
6 0.2849 0.2626 22.40

* 7 0.1567 0.0778 15.05
8 0.2490 0.1674 14.85
9 0.1763 0.0750 16.05

RS/NW 1 0.3447 0.1331 12.85
2 0.3013 0.1499 21.15
3 0.2399 0.0787 17.90
4 0.2714 0.1643 73.80
5 0.2670 0.1943 15.40
6 0.2612 0.1619 19.45

* 7 0.2069 0.1087 21.85
8 0.2100 0.0888 14.25
9 0.2117 0.0979 16.95

RS/RS 1 0.3440 0.1428 21.15
2 0.3059 0.1538 14.95
3 0.3075 0.1678 19.75
4 0.3045 0.1801 16.40

* 5 0.2304 0.1090 16.75
6 0.3732 0.3951 18.55
7 0.2527 0.1480 16.90
8 0.2524 0.1335 15.60
9 0.2702 0.1247 14.70

NW/RS 1 0.2880 0.1322 16.70
2 0.2059 0.1307 18.75
3 0.2561 0.1905 17.80
4 0.2089 0.0939 15.95
5 0.2116 0.0839 17.10
6 0.2786 0.2888 14.50

* 7 0.1989 0.1060 18.80
8 0.1996 0.0882 17.95
9 0.2577 0.2341 15.85
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Table 12: Network performance for the di↵erent preprocessing methods. Each row cor-
responds to the network being created and trained 20 times on the all contracts data set
using tribas as hidden layer transfer function. The performance average is denoted by
MSE and the performance standard deviation by STD. PCA is applied such that only
principal components with an explained variance larger than 2% are included. An asterisk
denotes best performance for a given choice of preprocessing method

Preprocessing n

h

MSE STD
mapminmax 1 0.2628 0.1456

2 0.2632 0.1290
3 0.2356 0.1090
4 0.2366 0.1230
5 0.2353 0.1423
6 0.4263 0.5679
7 0.2963 0.2157
8 0.2274 0.1942

* 9 0.2217 0.1640
mapstd 1 0.2926 0.1208
* 2 0.2006 0.1110

3 0.2546 0.1407
4 0.2159 0.1069
5 0.2542 0.1012
6 0.2110 0.1265
7 0.2281 0.0926
8 0.2788 0.1851
9 0.2648 0.1717

mapstd + pca 1 0.2964 0.0965
2 0.2081 0.1220
3 0.1768 0.0938
4 0.2435 0.1173
5 0.2219 0.1716

* 6 0.1645 0.0841
7 0.2101 0.1319
8 0.2265 0.1287
9 0.2084 0.2168
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(a) 1 hidden layer node with MSE = 0.0639 (b) 5 hidden layer nodes with MSE = 0.0456

(c) 25 hidden layer nodes with MSE = 0.0622 (d) 100 hidden layer nodes with MSE = 0.0191

Figure 7: ANN trained on all contracts data set after feature selection using the first
two principal components explaining 81% of the variance in the data set. The number of
nodes in hidden layer is varied and the resulting increase in curvature is apparent. The
z-axis is the scaled monthly pension at 65 years denoted by y

1

7.2 Multiple Linear Regression

In this section we try to find a mathematical function f̂(·) to best fit the data to y

(65)

using techniques from MLR. We start by considering the following model

f̂(x) = �̂

0

+ xT �̂, (74)

where xT =
⇥
x

1

x

2

. . . x

24

⇤
. Notice that if we use this model we have fallen into the

so called dummy variable trap. This is because we have categorical variables x
1

up to x

7

that together describe all possible contract types for the data set. This means that the
design matrix

X =

2

6664

1 x

1,1

x

2,1

. . . x

24,1

1 x

1,2

x

2,2

. . . x

24,2

...
1 x

1,79

x

2,79

. . . x

24,79

3

7775
(75)

where x
i,j

is the jth observation of the ith feature, is singular because the sum of column
2 up to column 8 equals column 1. In other words we will have multicollinearity. To
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avoid this we can either remove the intercept �
0

(the first column of the design matrix)
or one of the dummy variables from the model. Some tools in MLR require the intercept
to be present such as the coe�cient of determination R

2 and some formulas for statistical
inference. We chose to remove the feature x

1

meaning that if all the features x
2

up to x

7

equals 0 we know that the contract type is equal to the one corresponding to x

1

.
Now that the dummy variable trap is avoided we will investigate if multicollinearity

is present between the remaining features. To do this we study variance inflating factors
(VIFs) as shown in Table 13. We choose to remove features with VIF > 5 meaning that
x

8

, x
23

, x
3

, x
13

and x

18

are removed to avoid multicollinearity.
Since multicollinearity is no longer present we can study the following model

f̂(x) = �̂

0

+
X

i2I

�̂

i

x

i

, I = {1, 2, . . . , 24}\{1, 3, 8, 13, 18, 23}, (76)

where I is a set of indices corresponding to the features that are present in the model.
Two residual plots are shown in Figure 8 and in Figure 9 for the corresponding fit. The
normal probability plot indicates that the residuals are non normal with heavier tails
than the normal distribution. The residual versus fitted values plot displays a double bow
pattern indicating non constant variance of the error. Therefore we consider a variance
stabilizing transformation of the response. Let y

t

be the transformed value of the observed
response y defined as

y

t

= sin�1

⇣p
mapminmax(y, 0, 1)

⌘
, (77)

as inspired by [8] to counter the double bow variance pattern.
We will try to find an approximative function to describe the transformed response of

the form

y

t

⇡ f̂

t

(x) = �̂

t0

+
X

i2I

�̂

ti

x

i

, I = {1, 2, . . . , 24}\{1, 3, 8, 13, 18, 23}, (78)

where the subscript t indicates that it is a part of the response transformed model. Again
two residual plots are shown in Figure 10 and in Figure 11 for the corresponding fit. The
errors now look more normal with less heavy tails and the variance is stable.

Now that we have no multicollinearity and approximately normally distributed error
with constant variance we will perform stepwise regression as explained in Section 6.5 to
obtain a set of significant regressors. The result from the stepwise regression can be seen
in Table 14. We have

f̂

t

(x) = �̂

t0

+
X

i2I

�̂

ti

x

i

, I = {9, 10, 11, 12, 20, 24}. (79)

This model yields R2 = 0.9323 and LOOCV = 0.0127. The fit diagnostics can be seen in
Figure 12 displaying overall healthy behavior.
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Table 13: Features with largest variance inflation factor (VIF). Each row displays the
feature with the highest VIF in the data set which afterwards is deleted and the new
maximum VIF feature is calculated on the following row. Initially the features x

2

up to
x

24

are included

Feature VIF
x

8

8.1289e+08
x

23

7.6868e+07
x

3

13.1869
x

13

9.4876
x

18

6.6513
x

4

3.5612
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Figure 8: Normal probability plot of Equation (76)
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Figure 9: Residuals vs fitted values plot of Equation (76)
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Figure 10: Normal probability plot of Equation (78)
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Figure 11: Residuals vs fitted values plot of Equation (78)

Table 14: Stepwise regression performed on the model in Equation (78) starting with only
the intercept. The threshold p-value to enter the model is set to 0.05 and to be removed
is 0.1

Step Action p value
1 Add x

9

1.86029e-25
2 Add x

24

3.19164e-13
3 Add x

20

3.55275e-06
4 Add x

10

0.000455106
5 Add x

12

0.0438494
6 Add x

11

0.0425742
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Figure 12: Fit diagnostics for the regression model in Equation (79)

7.3 Support Vector Machines for Regression

For the feature selection we will use the same approach as in ANN. This means that we
will remove features iteratively and stop before the MSE starts increasing considerably.

First we want to explore how well a linear kernel can be used to fit our data and what
features are important for the MSE. The result can be seen in Table 15. The last excluded
variable is x

2

with a resulting MSE = 0.0147
We are now interested in seeing the improvement in applying a nonlinear kernel such

as the commonly used Gaussian kernel. The result of the stepwise removal of variables
can be seen in Table 16. The last excluded variable is x

7

with a resulting MSE = 0.0043.
This is promising result but does the model overfit the data? To examine this we calculate
the leave one out cross validation as CV

(79)

= 0.0485 indicating some degree of overfitting.
A visualization of the fits using linear and Guassian kernel can be seen in Figure 13.

The increased complexity from using a Gaussian kernel is apparent.
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Table 15: Stepwise exclusion of features using SVR with a linear kernel and standardiza-
tion

Excluded Variable MSE
none 0.0132
x

14

0.0131
x

19

0.0130
x

16

0.0129
x

6

0.0129
x

7

0.0129
x

23

0.0129
x

24

0.0129
x

21

0.0130
x

4

0.0134
x

5

0.0134
x

22

0.0136
x

17

0.0138
x

3

0.0139
x

1

0.0139
x

12

0.0144
x

2

0.0147
x

11

0.0159
x

15

0.0175
x

13

0.0180
x

18

0.0188
x

10

0.0218
x

20

0.0273
x

8

0.0459

(a) Linear kernel MSE = 0.2223 and �2

exp

= 91% (b) Gaussian kernel MSE = 0.1179 and �2

exp

= 97%

Figure 13: SVR with two di↵erent kernels trained on all contracts data set after feature
selection using the first two principal components. The z-axis is the monthly pension at
65 years denoted by y

1
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Table 16: Stepwise exclusion of features using SVR with a Gaussian kernel and standard-
ization

Excluded Variable MSE
none 0.0081
x

17

0.0080
x

14

0.0080
x

11

0.0079
x

24

0.0079
x

23

0.0077
x

8

0.0067
x

18

0.0064
x

13

0.0062
x

19

0.0061
x

20

0.0059
x

2

0.0059
x

1

0.0055
x

6

0.0054
x

16

0.0053
x

5

0.0053
x

4

0.0045
x

3

0.0044
x

7

0.0043
x

22

0.0044
x

15

0.0062
x

10

0.0133
x

21

0.0301
x

12

0.0439

7.4 Feature Selection

For ANN and SVR the feature selection is done by removing features in steps until a
satisfactory model is found. Meanwhile for linear regression the feature selection is done
by stepwise regression. For ANN and ITP2 the stepwise removal of features can be seen in
Table 8 and the last variable to be removed is decided to be x

22

. For ANN on all contract
types the stepwise removal of features can be seen in Table 9 and the last variable to be
removed is decided to be x

8

. For the linear regression one should look at the final model
in Equation (79). In summary the final set of features for the various methods can be
found in Table 17.

Table 17: Results of feature selection for the various methods

Method Number of Features List of Features
ANN for contract type ITP2 5 x

8

, x

9

, x

11

, x

15

, x

22

ANN for all contract types 6 x

9

, x

18

, x

19

, x

20

, x

22

, x

24

MLR for all contract types 6 x

9

, x

10

, x

11

, x

12

, x

20

, x

24

SVR - Linear for all contract types 8 x

8

, x

9

, x

10

, x

11

, x

13

, x

15

, x

18

, x

20

SVR - Gaussian for all contract types 6 x

9

, x

10

, x

12

, x

15

, x

21

, x

22
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7.5 Comparison

In this section we will compare the following di↵erent ways of calculating the monthly
pension amount

1. ANN for contract type ITP2 using the data in Appendix A.2.

2. ANN for all contract types using the data in Appendix A.1.

3. MLR using the data in Appendix A.1. The explicit formula is stated in Equation
(79).

4. SVR using a linear kernel and the data in Appendix A.1.

5. SVR using a Gaussian kernel and the data in Appendix A.1.

6. The log linear relationship developed by Tommy Lowén displayed in Equation (28).

7. The premium pension formula from the Swedish Pensions Agency as defined in
Section 3.7.

The performance of methods 1-5 are displayed in Table 18. All methods (1-7) will be
compared using a real life example. We want to calculate what annuity divisor and how
much in Occupational Pension a person will get every month if he decides to retire at
65 years. Assume that he is born in 1970 and works as a bank o�cial, i.e. his employ-
ment contract belongs to the type ITP2. Furthermore, the pension savings are assumed
to belong to any of three Swedish private insurance companies Skandia, Swedbank and
Folksam in order to compare how much the Occupational Pension may vary between com-
panies. Therefore relevant feature values from these companies are collected. Finally, let
the total Occupational Pension amount to 500 000 sek. The 7 methods are displayed in
Table 24 using feature values from the three selected private insurance companies with
the corresponding annuity divisors.

Table 18: Final performance for our methods. The ANN models now only show the error
for the first response y

(65). For ANN MSE
pred

is equal to the TVT error while the other
methods use LOOCV

Method MSE MSE
pred

ANN on ITP2 6.714 · 10�5

ANN on all contract types 0.0497
MLR 0.0157 0.0191
SVR - linear 0.0132 0.0171
SVR - Gaussian 0.0020 0.0491
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Table 19: Retiree’s pension amount per month for three di↵erent Swedish insurance com-
panies using the formula obtained from ANN for contract type ITP2

Feature Name Skandia Swedbank Folksam
x

8

Expected Remaining Lifetime at Year 65(years) 22.18 22.18 22.18
x

9

Advance Interest Rate(%) 1.25 1.5 3.0
x

11

Return in 2017(%) 4.2 8.58 8.12
x

15

Return in 2013(%) 3.5 21.95 9.67
x

22

Asset Management Fee(%) 0.42 0.3 0.8
Response y

(65) 3.97 4.49 4.99
Retiree’s Pension Amount per Month(sek) 1985.00 2245.00 2495.00

Table 20: Retiree’s pension amount per month for three di↵erent Swedish insurance com-
panies using the formula obtained from ANN for all types of employment contracts

Feature Name Skandia Swedbank Folksam
x

9

Advance Interest Rate(%) 1.25 1.5 3.0
x

18

Insurance(yes/no) yes no yes
x

19

Old savings Covered(yes/no) yes yes yes
x

20

Free Consulting(yes/no) yes yes yes
x

22

Asset Management Fee(%) 0.42 0.3 0.8
x

24

Expected Remaining Lifetime at Year 85(years) 7.47 7.47 7.47
Response y

(65) 4.27 4.82 4.74
Retiree’s Pension Amount per Month(sek) 2135.00 2412.25 2372.40

Table 21: Retiree’s pension amount per month for three di↵erent Swedish insurance com-
panies using the formula obtained from MLR displayed in Equation (79)

Feature Name Skandia Swedbank Folksam
x

9

Advance Interest Rate (%) 1.25 1.5 3.0
x

10

Fixed Annual Fee (%) 0.17 0 0
x

11

Return in 2017(%) 4.2 8.58 8.12
x

12

Return in 2016(%) 15 7.23 7.39
x

20

Free Consulting(yes/no) yes yes yes
x

24

Expected Remaining Lifetime at Year 85(years) 7.47 7.47 7.47
Response y

(65) 4.25 4.42 4.92
Retiree’s Pension Amount per Month(sek) 2126.70 2209.75 2461.05
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Table 22: Retiree’s pension amount per month for three di↵erent Swedish insurance com-
panies using the formula obtained using SVR with a linear kernel

Feature Name Skandia Swedbank Folksam
x

8

Expected Remaining Lifetime at Year 65(years) 22.18 22.18 22.18
x

9

Advance Interest Rate (%) 1.25 1.5 3.0
x

10

Fixed Annual Fee(h) 0.17 0 0
x

11

Rerurn in 2017(%) 4.2 8.58 8.12
x

13

Return in 2015(%) 8.3 22.34 17.16
x

15

Return in 2013(%) 3.5 21.95 9.67
x

18

Insurance(yes/no) yes no yes
x

20

Free Consulting(yes/no) yes yes yes
Response y

(65) 4.12 4.49 4.82
Retiree’s Pension Amount per Month(sek) 2060.00 2245.00 2410.00

Table 23: Retiree’s pension amount per month for three di↵erent Swedish insurance com-
panies using the formula obtained using SVR with a Gaussian kernel

Feature Name Skandia Swedbank Folksam
x

9

Advance Interest Rate (%) 1.25 1.5 3.0
x

10

Fixed Annual Fee(h) 0.17 0 0
x

12

Rerurn in 2016(%) 15 7.23 7.39
x

15

Return in 2013(%) 3.5 21.95 9.67
x

21

Fund Management Fee(%) 0 0.545 0
x

22

Asset Management Fee(%) 0.42 0.3 0.8
Response y

(65) 3.94 4.27 4.88
Retiree’s Pension Amount per Month(sek) 1970.00 2135.00 2440.00
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Table 24: Comparison of di↵erent annuity divisor formulas

Formula Annuity Divisor
Retiree’s Pension Amount

per Month(sek)
ANN for employment contract type ITP2

Skandia 20.99 1985.00
Swedbank 18.56 2245.00
Folksam 16.70 2495.00

ANN for all types of employment contracts
Skandia 19.52 2135.00

Swedbank 17.27 2412.25
Folksam 17.56 2372.40

MLR for all types of contracts
Skandia 19.61 2126.70

Swedbank 18.85 2209.75
Folksam 16.93 2461.05

Linear SVR for all types of contracts
Skandia 20.23 2060.00

Swedbank 18.56 2245.00
Folksam 17.29 2410.00

Gaussian SVR for all types of contracts
Skandia 21.15 1970.00

Swedbank 19.52 2135.00
Folksam 17.08 2440.00

Tommy Lowén’s formula 16.68 2498.00

Premium Pension formula-Swedish Pension Agency 16.53 2520.00

8 Discussion

To answer the question which variables have the most impact on the annuity divisor we
considered two methods for feature selection. For ANN and SVR we removed features
iteratively to obtain a better model with respect to MSE and the number of features. In
the MLR setting we used the systematic method stepwise regression. The result from the
feature selection can be found in Table 17. The key factors are expected remaining lifetime
at 65 x

8

and advance interest rate x

9

. Note that variables x

23

and x

24

are calculated
using the value of x

8

as explained in Section 2.2. In the table we see that the key factors
survived the feature selection for all methods except for Gaussian SVR. This confirms
the importance of the previously stated key factors for accurate modeling of the annuity
divisor in private insurance. However the contract type variables x

1

up to x

7

do not seem
to play an important role in determining the annuity divisor. Note that our models use
features corresponding to information regarding the private insurance companies such as
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return of investments from pension savings x

11

up to x

15

and asset management fee x

22

unlike the formulas from Tommy Lowén and the Swedish Pensions Agency. We feel like
using these features should be more realistic but it also increases the complexity of the
model which sometimes may be undesired.

ANN with stepwise removal of features required more work and time than the system-
atic stepwise regression but was still doable. SVR stepwise removal of features was faster
because of a simpler optimization problem and because the performance is deterministic
meaning we did not need to retrain multiple times to obtain a performance average. For
large scale problems stepwise regression may be preferred because of its ease of use.

When MLR was considered we had to introduce a variance stabilizing transformation
of the response to not violate underlying assumptions. Initially multicollinearity was
present which was solved by removing features with high VIF and by removing x

1

to
avoid the dummy variable trap.

The results from ANN have relatively high standard deviation even with 20 trials.
This has the e↵ect that the performance could vary a lot between di↵erent trials and
the result shown in Table 24 would change noticeably if we recreated and retrained the
network. Therefore unlike MLR and SVR modeling, the result is quite unpredictable.
The randomness in the results comes from the random weight initialization, random data
partitioning and that the optimization problem is non convex with potentially multiple
local minima which means that the starting point is crucial. We estimate that increasing
the number of observations would increase the predictability because that would likely
reduce the variation in the random data partitioning. However it is practically unavoidable
to have some variance in the result without sacrificing performance for ANN. The high
standard deviation also makes the comparison between design choices not as clear as we
would like it to be. We have however disregarded this and made design choices based on
average MSE meaning that our final result is not guaranteed to be optimal. Overall the
methods in Table 24 yield similar results.

When comparing ANN, MLR and SVR we can look at Table 18. Here we see that
ANN is well suited for the annuity divisor modeling when only considering a single em-
ployment contract at the time. ANN seems to perform worse than MLR when studying
all employment contracts simultaneously while SVR has the best accuracy. When looking
at the prediction accuracy estimated by LOOCV or TVT partitioning, SVR with a linear
kernel yields the best result. The high accuracy from the Gaussian SVR seems to be from
overfitting indicating that the control parameters C and ✏ in Equation (51) may have to
be further tuned.

One also has to keep in mind that the private insurance companies most likely do not
publish all information that goes into the calculations of the annuity divisor meaning the
optimal performance is therefore limited.

All in all ANN, MLR and SVR seem like suitable methods for this type of problem.
However we are concerned about the high standard deviation in the results from ANN
and the overfitting of Gaussian SVR and would therefore suggest the usage of MLR or
SVR with a linear kernel.
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A Appendix

A.1 Data for All Employment Contracts
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