CHAPTER 7

Output regulation and internal model principle

Consider a MIMO system

z = Ax+ Bu

(7.1) . o

An important control problem is to design a controller such that the out-
put of the closed-loop system asymptotically tracks a reference signal. In
the literature this problem is called the servo problem. Another important
problem is the regulation of the output to zero, regardless of external dis-
turbances and the initial state. In this chapter we treat these two classical
problems in an integrated fashion.

Let us start with an example.

EXAMPLE 7.1. Consider

i‘l = X9
Lo = a1x1 + asxs + bu + dwy
y = I,

where the disturbance wy is unknown but constant. We want the output y to
track a sinusoidal signal yq = B sin(wt), while rejecting the disturbance.

For this system V* = 0, thus DDP does not have a solution. On the other
hand, we know something about the disturbance in this case (a constant). In
particular, we can consider wy as being generated by the following system:

wy = 0.

Similarly, yq can be generated by

Wy = wWws
’Lb3 = —Wws2
Yya = w2,

where one chooses the right initial state to make the amplitude equal to
B. In general, all reference or disturbance signals that are Bohl functions
(including step, ramp or sinusoid) can be generated by such a dynamical
model. Such a model is called an exo-system. Note that in the exo-system
for the sinusoid, the frequency is fized, but the amplitude and phase are not.
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Now we can incorporate the exo-systems into the plant model and obtain

a’cl = X9
j?g = a1r1 + a2x9 + bu + dw1
w = 0
Wy = wws
’Lb3 = —Ww2
€ = T1—wy,

where e is the tracking error. Then the problem becomes to design a controller
for the aggregated system such that e — 0.

Now we are ready to define the output regulation problem in general.
Consider a MIMO plant

r = Ax+ Bu+ Pw
(7.2) w = Sw
e = (Cr— Quw,

where w models both the reference signal to track (think of wy in the exam-
ple) and the disturbance to reject (think of w; in the example), and e is the
tracking error. In this chapter we consider two types of output regulation
problems.

1. Full information output regulation problem. Given a system (7.2), find a
controller w = Kz + Fw, such that
a. z =0 of

&= (A+BK)x

is asymptotically stable;
b. For all initial states, lim;_., e(t) = 0.

2. Error feedback output regulation problem. Given a system (7.2), find a
controller

z = Fz4Ge

(7.3) w = He

such that
a. (x,z) = (0,0) of

T = Ax+ BH:z

(7.4) = GCz+Fz

is asymptotically stable;
b. For all initial states, lim;_., e(t) = 0.

REMARK 7.1. In both cases, condition a) implies that the closed-loop
system is asymptotically stable when w is set to zero.



7.1. FULL INFORMATION OUTPUT REGULATION 57

We note that the solution to the full information problem makes sense
in practice only when the plant is free from disturbances. However, it lays
the foundation to that of the error feedback problem. We also note that
if w tends to zero or if S is stable, then the problems are reduced to the
stabilization problems. Thus we typically assume that w is antistable. This
can be defined as

DEFINITION 7.1. A system
w = Sw
1s called antistable if S does not have any eigenvalue with strictly negative

real part.

7.1. Full information output regulation

THEOREM 7.1. Suppose (A, B) is stabilizable and S is antistable in (7.2).
Then the full information output regulation is solvable if and only if the
linear matriz equations (Sylvester)

[IS = A+ P+ BT
0 = CII-Q

are solved by some 11 and T.

(7.5)

Note that in the first equation, the model of the exo-system (the matrix
S) is used. This suggests that without the incorporation of such a model,
one can not in general solve the output regulation problem. This fact is
generally known as the internal model principle.

Proor
Sufficiency: Suppose K is such that A + BK is stable. We show
u=K(z—Hw)+Tw

where II is from equation (7.5), solves the full information problem. Plug in
the controller to (7.2)

t = (A+BK)x+ (P— BKIl+ BI')w
(7.6) w o= Sw
e = (Cr—Quw.

Apparently requirement a) is fulfilled. Then we know from the previous
chapter (Proposition 6.2) that = tends to an invariant subspace r = lw
where II is defined by

IS = (A + BK)II + P — BKII + BI.

It is obvious that II = II is a solution. Since S and A + BK do not have
any common eigenvalue, the solution is also unique (see, for example, [4]).
Thus, in steady state we have

e =Cllw — Quw = CTlw — Qw = 0.

Thus e tends to zero.
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Necessity: By requirement a), any controller u = Kz + Fw that solves
the full information problem must be chosen so that A+ BK is stable. Thus
x(t) will approach an invariant subspace x = Ilw where II is defined by

IIS = All + P+ B(KIl + E).

One can take I' = K II + E in this case. Obviously, in order to have e — 0,
the solution II should also satisfy the condition

CII-Q =0.

7.2. Error feedback output regulation

THEOREM 7.2. Suppose (A, B) is stabilizable, the pair
A P
c -a. [y 3

is detectable and S is antistable in (7.2). Then the error feedback output
requlation is solvable if and only if the linear matrixz equations

IIS = AIl+ P+ BT
0 = CII-Q

are solved by some 11 and T.

(7.7)

In other words, under the assumptions, the error feedback problem is
solvable if and only if the full information one is solvable.

Proor
Sufficiency: under the assumption, we can build an observer for (z,w):

Z"l o A P Z1 Ll . . B
9 [E)=[ S]] e memma il
where L; and Ly are chosen such that the error dynamics in (7.9) is stable.
Suppose K is such that A 4+ BK is stable. We show

u=K(z1 —Ilz9) 4+ T'z9

solves the error feedback problem.
Let z1 := 21 —x, Z3 := 29 — w be the tracking errors, then we can rewrite
the closed-loop system as
(7.9)
t = (A+BK)x+ Pw— BKllw+ Bl'w+ BKZ + B(I' — KII)z,
51 B A+ L1C P-11Q| |z
o) - e sl
w = Sw

Apparently requirement a) is fulfilled. Then we can easily show that as
t — o0, (z,2) tends to the invariant subspace defined by

z=0, = Tlw.
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The proof of necessity is similar to the full information case. ]

7.3. Output regulation and zero dynamics

In this section we discuss the solvability of the Sylvester equation (7.7).

In [9] Hautus has shown that the solvability of (7.7) can be characterized
by the transmission polynomials of system (7.1) and system (7.2) (where u
is considered as the input, and e the output).

PROPOSITION 7.3. (7.7) is solvable if system (7.1) and system (7.2) have
the same transmission polynomials.

Under some reasonable assumptions we can deduct the following result.

PROPOSITION 7.4. Suppose (A, B) is stabilizable and (C, A) is detectable,
and S is antistable. Then (7.7) is solvable if and only if

sI-A B
-C 0

has full row rank for every so € o(S).

In plain (relatively) language, this implies that system (7.1) is right-
invertible and its zeros do not coincide with the eigenvalues of S. We use
a system that has equal number of inputs and outputs, and has a relative
degree (11,...,7m), to illustrate this.

Without loss of generality, we can transform such a system into the
normal form:

i = Nz+DEé+ Pyw

i = &+ Puw
(7.10) 3 - ,
re1 = & TP qw ‘
i = Riz+ Sl + ;A" Bu+ Plw
Yi = ﬁ,i:l,...,m
where

g: (g%a ag'rl‘lv"' ’g;r‘:tn)T'
Note that in order to avoid confusion, we have changed a matrix notation
for the normal form. As we have studied,

2=Nz

defines the zero dynamics of the system.
In the steady state, e = 0 or y = Qw implies that the matrix @ is part
of the II matrix that solves the sylvester equation. Plug in y; = mjw = Q;w

to the normal form, and let {; = 7'(';-’11), we can obtain iteratively

Qo i i C_ .
mw=m;_1Sw—P_jw, i=1,..,m; j=2,..,7;.
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In particular, if P} =0,V1, 7,

mw =yl = Qi w.
Thus the only part of IT in (7.7) we need to solve for is corresponding to
z = Ijw:

(7.11) I1;S = NII; + DIl + P,

where Il has components of 773 It is well known in the literature [4] (and
mentioned previously) that (7.11) has a unique solution if and only if N and
S do not have any common eigenvalue.

Once II; is obtained, we can solve the following equations for I':

QiS”w = R;,Iyw + S;Ibw + CiATi_lB’U, + P;Zw, 1=1,..m,

here we let u = T'w.





